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Some experiments currently using  FIFE tools

https://dunescience.org
https://www.fnal.gov/pub/science/particle-physics/experiments/neutrinos.html
https://www.fnal.gov/pub/science/particle-physics/experiments/muons.html
https://astro.fnal.gov/
https://web.fnal.gov/project/FIFE/SitePages/Home.aspx


2020-09-03

•
–

•
–

–



2020-09-03

ICARUS
MicroBooNE

SBND

600 m 100 m470 m



2020-09-03



2020-09-03



2020-09-03

https://www.darkenergysurvey.org/
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https://arxiv.org/abs/2007.06722
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SUBDETECTOR SD1 SD2 SD3 SD4 SD5 SD6

Trig Record 1 1 1 1 1 1

Trig Record 2 2 2 2 2 2

Trig Record 3 3 3 3 3 3

… … … … … …

SUBDETECTOR SD1 SD2 … SD149 SD150

Trig Record 1 1 1 1

Trig Record 2 2 2 2

Trig Record 3 3 3 3

… … … … …
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● NOvA is a long-baseline neutrino experiment, measuring oscillations, cross section, 
and exotic physics. 

● NOvA detectors are homogenous, segmented, tracking calorimeters with 2 orthogonal 
views and few cm-scale cells.

● This detector is well-suited to many ML algorithms, and ML now plays a critical role in 
many NOvA analyses.
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● Classification with convolutional neural networks:
○ Now quite popular, NOvA was the first to apply this 

technique to a published physics measurement.
○ One network is used to identify the flavor of the 

neutrino which interacted.
○ Other networks are designed to identify individual 

particles in the final state.

● “Offline L1” cosmic rejection with a CNN
○ Use just whether cells are hit or not, independent of 

reconstruction and calibration which change over time.

● Energy estimation with multiple techniques:
○ Convolutional neural networks using event “images”
○ Recurrent neural networks (LSTMs) using a variable 

number of reconstructed objects.

A Convolutional Neural Network Neutrino Event Classifier: 
https://arxiv.org/abs/1604.01444

Context-Enriched Identification of Particles with a Convolutional 
Network for Neutrino Events: https://arxiv.org/abs/1906.00713

https://arxiv.org/abs/1604.01444
https://arxiv.org/abs/1906.00713
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Training Networks
● For the most part, we have not found that 

resources for training are too constrained.

● We have used:
○ Fermilab’s Wilson Cluster
○ ANL Machines
○ University GPU clusters (Indiana, Minnesota)

● Those resources all had additional hoops 
relative to the OSG…
○ Special account requests outside standard 

Fermilab computing.
○ Different architectures and disk systems which 

required some additional training.

● ...but this is not a problem because training is 
a discrete task handled by a small number of 
individuals.

CC νμ (disappearance 
signal)

CC νe (appearance signal)

Neutral Current interaction
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Running with OSG GPUs:
● This only made sense to try with our cosmic rejection network:

○ This is a workflow that is almost entirely ML, rather than having a large 
“standard reco” part.

○ The faster networks like MobileNet did not work well for this application which 
works with larger images.

● When we ran, we could only get access to 2 sites:
○ Syracuse had high availability of older, slower nodes
○ Nebraska had low availability of newer, faster nodes
○ We have since gotten UCSD working, but not exercised it extensively.

● However, availability was such that we could only process about 
10% of our dataset in the 2 months available for the processing.

● When applying this filtering to our neutrino data stream, we found 0 
GPU availability and needed to run filtering on CPUs. 
○ The dataset was ~similar in size to the 10% of cosmics and completed in a 

similar amount of time due to the much higher CPU availability.
○ But, the CPUs are a “competing” resource since all our production jobs use 

CPUs but cosmic filtering was unique in needing GPUs.
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So, what now?
● It was pretty clear to us after this experience that we could not rely 

on the OSG to handle the large backprocessing. 

● So, we are now exploring using HPC facilities at ANL to handle the 
large backprocessing.
○ HPCs with GPU accelerators were not available last year but are are now 

starting to come online.
○ An HPC with large burst resources is better suited to this task.

● We intend to continue using the OSG, but only for “keep-up” 
processing of the data as it comes in.
○ Opportunistic availability is much better suited to processing a small amount 

of data as it comes in.
○ In keep-up, we can also tolerate a few weeks of backlog due to low 

availability and then recover later. 
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Total weekly wall time by experiment, last 6 months

Total weekly data transferred by experiment, last 6 months
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Link to generate plot

https://fifemon.fnal.gov/kibana/app/kibana#/visualize/create?type=pie&indexPattern=fifebatch-history-*&_g=(refreshInterval:(pause:!t,value:0),time:(from:now-1y,mode:quick,to:now))&_a=(filters:!(),linked:!f,query:(language:lucene,query:'Owner:*pro+AND+ExitCode:0'),uiState:(),vis:(aggs:!((enabled:!t,id:'1',params:(field:CommittedSlotTime),schema:metric,type:sum),(enabled:!t,id:'2',params:(field:Jobsub_Group,missingBucket:!f,missingBucketLabel:Missing,order:desc,orderBy:'1',otherBucket:!f,otherBucketLabel:Other,size:15),schema:segment,type:terms),(enabled:!t,id:'3',params:(filters:!(('$$hashKey':'object:9728',input:(query:'MachineAttrGLIDEIN_Site0:FermiGrid'),label:On-site),('$$hashKey':'object:9734',input:(query:'NOT(MachineAttrGLIDEIN_Site0:FermiGrid)'),label:Offsite))),schema:segment,type:filters)),params:(addLegend:!t,addTooltip:!t,isDonut:!t,labels:(last_level:!t,show:!f,truncate:100,values:!t),legendPosition:right,type:pie),title:'New+Visualization',type:pie))
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Link to generate plot

https://fifemon.fnal.gov/kibana/goto/2967ee069621007f02f60d0adf126118
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