
Point clouds:


• Store only hits/particles

• Retain feature precision

• Flexible for any geometry

• Unordered


 Natural representation for HEP data⇒
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Results

Particle Clouds

Evaluation
• Full detector sim took ~40% of LHC grid 

CPU resources at beginning of Run 2 [1]

• This fraction is only going to increase with 

HL-LHC and new detectors

• Significant opportunity to speed up steps in 

simulation pipeline using ML

• Our work focuses on: generator-level 
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LHC data tends to be:

• Sparse

• Granular

• w/ irregular geometry

• Unordered
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• JetNet [2]: high  jets of max 30 particles

• ( ) particle features

• 3 classes/jet types:

• Gluon: simple baseline generation test

• Lighter quarks: fewer particles; test handling 

of variable-sized clouds

• Top quark: complex topology
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• Released with JetNet library 
[3] for accessible interfaces 
for ML + HEP

JetNet

• Want to evaluate quantitatively and in a 
standardised way key aspects of simulations


• We develop four physics- and computer-
vision-inspired metrics:


1. Minimum matching distance (MMD)

2. Coverage

3. Fréchet ParticleNet Distance (FPND)

Real Samples

Gen Samples

FPND = F(𝒩(μr, Σr), 𝒩(μg, Σg)) = | |μr − μg | |2 + Tr[Σr + Σg − 2(ΣrΣg)1/2]
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4.1-Wasserstein (W1) distances between 
particle- and jet-level feature distributions, 
with bootstrapped real baselines

Simulations Aspect MMD COV FPND W1
Quality ✓ ✓ ✓
Diversity ✓ ✓ ✓
Physics Performance ✓
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the generator and 
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generative 
adversarial 
network (GAN) 
to operate on the 
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• Sample feature distributions, with our 
MPGAN compared to existing generators + 
PointNet discriminators for light quark jets:

Generator W1-P (10-3) W1-M (10-3) FPND Coverage MMD

Fully Connected 1.6 ± 0.4 2.7 ± 0.1 3.9 0.56 0.075
GraphCNN 30 ± 10 11.3 ± 0.9 30k 0.39 0.085

TreeGAN 9.1 ± 0.3 5.19 ± 0.08 17 0.53 0.079

MPGAN 2.3 ± 0.3 0.6 ± 0.2 0.37 0.57 0.071

Generator W1-P (10-3) W1-M (10-3) FPND Coverage MMD

Fully Connected 4.5 ± 0.4 3.1 ± 0.2 17 0.37 0.028
GraphCNN 5.2 ± 0.5 4 ± 1 316 0.37 0.031
TreeGAN 5.7 ± 0.5 10.1 ± 0.1 11 0.47 0.031
MP 4.9 ± 0.5 0.6 ± 0.2 0.35 0.50 0.026

• And top quark jets:

Real vs real 
(bootstrapping) 


W1-P = (0.5 ± 0.1)  
10-3

×
Real vs real 

W1-M = (0.5 ± 0.1) 
 10-3×

Real vs real 

W1-P = (0.55 ± 0.07) 

 10-3×

Real vs real 
W1-M = (0.51 ± 

0.07)  10-3×

• MPGAN best performing on nearly every 
metric


• Significantly outperforms on high level (jet 
kinematics, substructure) feature metrics i.e. 
W1-M, FPND…


• Mass and other substructure  scores are 
within error of the real vs real baseline  
learning jet substructure correctly


• Only one to learn bimodal top jet distributions

W1
⇒

[1] https://arxiv.org/abs/1803.04165
[2] https://zenodo.org/record/5502543
[3] https://github.com/jet-net/JetNet

Link to code 
and paper

Summary/Outlook
• We advocate for physics-motivated particle cloud representations for HEP 

data

• We propose four physics- and computer-vision-inspired metrics for 

evaluating particle cloud generative models

• Our MPGAN outperforms existing point cloud GANs on nearly all metrics 

• Next: conditional GAN, scaling up to larger clouds, dataset development


• Contact us at rkansal@ucsd.edu if you're interested in collaborating!
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