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Overview & Motivation
• Calorimetry serves an essential role in present-
day particle detection 


- Sampling (alternating active & dense layers) or 
total absorption designs 


- Separate into electromagnetic calorimeter (ECAL) 
to measure photons and electrons, followed by a 
hadronic calorimeter (HCAL) for protons/pions 


• Next-gen calorimeter developments are 
informed by key physics drivers of the energy 
frontier 


- Probe BSM phase space → anticipate high 
energy objects


- Precision SM measurements (eg. measurement of 
Higgs width requires reco/ID of Z→qq from 
W→qq background): need 4% energy resolution 
for particle flow jets, excellent mass resolution


- Feed detailed info (leading to high data volumes) 
to trigger to maintain rates & pT thresholds 

Technical Design Report
15th June 2018

ATLAS
Liquid Argon Calorimeter Phase-II Upgrade
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Figure 4.25: Emiss
T trigger efficiency turn-on curve for ZH ! nn̄bb̄ events at hµi = 200 obtained using

different types of Emiss
T calculation at trigger level, for a fixed trigger rate of 50 kHz.

4.4.3 Jet reconstruction at L0

The improvements expected for the jet triggers at L0 are twofold. First, similarly to the
Emiss

T trigger, the use of topoclustering techniques is expected to improve significantly the jet
energy resolution, leading to sharper turn-on curves.

Independently of the clustering technique, the availability of the full FCal granularity has
been shown by preliminary studies to improve significantly the performance of forward jet
triggers, which are important for analyses targeting vector boson fusion (VBF) topologies.

Results of detailed studies will be available in the Phase-II TDAQ TDR which is in prepara-
tion.

70 Chapter 4: Expected Performance of the LAr Calorimeters
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Tim Andeen CALOR2018, University of Oregon, May 2018  11

LAr Calorimeter and BSM Physics
• Z’ → ee search 

★ Sets requirements on electron reconstruction and energy resolution at upper 
end of 16-bit dynamic range.

Z’→ee Invariant Mass

1 TeV

J. Gonski19 May 2022 8

HL-LHC Upgrade: Physics
• Key physics drivers motivate precision reconstruction of electron/photon energy 
& time 

1. High expected dynamic range (eg. massive Z’→ee with high E electrons) 
2. Precise mass resolution for measurements of key SM processes (eg. di-Higgs: small, 

narrow mɣɣ peak on top of large irreducible background) 

Tim Andeen CALOR2018, University of Oregon, May 2018  11

LAr Calorimeter and BSM Physics
• Z’ → ee search 

★ Sets requirements on electron reconstruction and energy resolution at upper 
end of 16-bit dynamic range.

Z’→ee Invariant Mass
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LAr Calorimeter and SM Physics

• H →γγ mass resolution is critical to HL-LHC Higgs analyses. 
★Di-Higgs measurement is a key physics goal. Finding small, 

narrow diphoton mass peak on top of large backgrounds sets 
requirements on photon reconstruction and energy resolution.  

3. Ensure that photons from H→ɣɣ are mostly digitized on 
High gain and minimize gain intercalibration systematic → 
new 2 gain scheme

Technical Design Report
15th June 2018

ATLAS
Liquid Argon Calorimeter Phase-II Upgrade

around 2.7 GeV, due to a detector layout with more material in the inner tracker, and the use
of electron resolution curves to parameterize the photon resolutions. Table 4.2 displays the
updated diphoton mass resolutions for the H ! gg events coming from gluon-gluon fusion
(ggF) or double Higgs production. The better resolution in double Higgs events comes from
the harder photon pT spectrum than in gluon fusion single Higgs events.

Table 4.2: Diphoton mass resolutions in GeV for H ! gg coming from gluon fusion or double Higgs
events for the two energy resolution scenarios.

Resolutions [GeV] ggF HH

Pessimistic 2.64 2.06
Optimistic 1.99 1.62

The cut flow used in the previous study has not been modified, except for minor updates
to the parameterization of other discriminating variables (e.g. b-tagging, etc.). The events
are required to contain a pair of high-pT photons (pT > 30 GeV) and a pair of jets with
pT > 30 GeV passing a b-tagging requirement. Isolation and angular cuts are applied to
select the di-Higgs topology. The photon and the b-jet pairs must have invariant masses
compatible with the Higgs mass within the resolution. Finally, events are categorized
depending on the |h| positions of the photons.

Figure 4.18 displays the updated diphoton mass resolution after the event selection, except
for the application of the diphoton invariant mass cut. As a consequence of the narrower
mass peak, this mass window could be reduced from 6 to 4 GeV. As shown in Table 4.3,
the expected number of events from the continuum background is thus reduced by a factor
1.4 while the impact is within 10% for the HH and single-H events. As a result, a gain in
significance of 23% is achieved between the previous study and the optimistic scenario. The
limits on the Higgs boson self-coupling at 95% CL are improved by 18%. The 95% CL upper
limit on the cross section is shown in Figure 4.19.

4.3.3 Search for a Z
0 ! ee resonance

High mass dilepton resonances, predicted by a number of phenomenological models, would
be a spectacular and clear sign of new physics beyond the SM. The large integrated lu-
minosity of the HL-LHC (3 000 fb−1) will statistically yield more collisions at high Q2, and
thus will increase the reach for such resonances. For a high mass resonance decaying to
two electrons, the performance of the LAr calorimeter has a direct impact on the dielectron
invariant mass resolution, which in turn dictates the search sensitivity. As explained in
Chapter 3, more stringent requirements on the dynamic range and on the linearity of the
electronics than those of the existing system must be met to obtain a good sensitivity at high

60 Chapter 4: Expected Performance of the LAr Calorimeters

ATLAS-TDR-027

Di-Higgs Signal mɣɣ
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Future Readout
• To meet physics needs, calorimeters need to evolve:


- Particle flow: combine calorimeter with tracking information for reconstruction across momenta (“5D 
calorimetry”)


- Dual readout: complementary information from electromagnetic and hadronic shower components  


• Readout electronics must keep up! Typically means the development of full custom readout ASICs

Future Calorimeter Feature Impact on Readout 
Higher collision energy
‣ Production of particles with E from 100s MeV 

(MIPs) to O(10) TeV

High dynamic range

‣ Difficult to maintain as voltage rails shrink

High granularity High channel density 

‣ Use of smaller feature size (LHC chips were 

1000-250 nm, HL-LHC chips are being 
developed 130-65 nm…)


‣ Power/cooling requirements: radiation hard 
clean power capitalizing on industry 
partnerships for HL-LHC

High luminosity/occupancy High bandwidth, radiation tolerance, pileup 
mitigation

Precision timing Fast circuitry/shaping times
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The High Luminosity LHC
• High Lumi LHC (HL-LHC) scheduled to begin in 
~2029


- 40 MHz bunch crossing x 200 pp collisions per 
BC = 8 GHz collision rate


• ATLAS & CMS calorimeters: need to replace 
~all readout electronics


• CMS adding new High Granularity endcap 
calorimeter system (HGCAL)

Today 2026: Upgrade 
for HL-LHC

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

2029: HL-LHC 
Data Taking
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LHC Calorimeters
• ATLAS: sampling ECAL with 182468 cells in accordion geometry of active (LAr) 
and absorber (lead), with HCAL composed of plastic scintillating tiles 


• CMS: homogenous lead-tungstate crystal ECAL with brass/scintillator tile 
sampling HCAL; HGCAL of silicon + scintillators


• Each calorimeter has a readout electronics system which samples detector at 
LHC frequency of 40 MHz and sends digitized signal off the detector for signal 
analysis and triggering

1 Introduction

The high luminosity phase of the LHC (HL-LHC), expected to start its operation in about ten years,

will integrate 10 times more luminosity than the LHC, with the aim of pushing forward the demanding

physics program of Phase II [1]. The high radiation and high pileup expected are major challenges for the

current detectors, which will be upgraded to maintain excellent performance even in the harsh HL-LHC

environment. As part of the HL-LHC upgrade program, the CMS collaboration will replace the existing

forward calorimeters with a High Granularity Calorimeter [2], providing a unique fine grain in view of a

multi-dimensional shower reconstruction. This is a fundamental upgrade for the whole detector given the

important role of the forward calorimeter for physics in Phase II, it will also be crucial to complement the

tracker upgrade with extended coverage in the forward region and a reduced material budget.

2 The High Granularity Calorimeter

In the mechanical design the HGCAL consists of a sampling calorimeter with silicon and scintillators as active

material, including both the electromagnetic (EE) and the hadronic (FH+BH) sections
⇤
. A schematic view

is given in Figure 1. Silicon is the main active material, it is used in the electromagnetic and innermost

regions of the hadronic section, where the radiation is expected to be higher (up to 10
16

n/cm
2
). It is

transversely segmented into hexagon cells of about 1 cm
2
surface, for a total of over 6 million channels.

Plastic scintillator tiles are used in the outermost regions of FH and BH.

In the electromagnetic part, to accommodate 28 sampling layers in about 30 cm, silicon sensors are mounted

on either side of a copper plate, based on the stack illustrated in Figure 2, for a total of 14 copper support

plates inter-spaced by lead absorbers. The thickness of the EE part amounts to about 25X0 and about 1�.
The hadronic part extends for about 1.5 m in depth and comprises 12 sampling layers in each of the FH and

BH sections with stainless steel as absorber. The thickness of the hadronic part corresponds to about 3.5�
and 5.7� for the FH and BH respectively, for a total of about 9� for the 24 layers.

Figure 1: Schematic view of the High Granularity Calorimeter design.

⇤
To reflect the design decision and the integration in the CMS detector nomenclature, the HGCAL is most recently referred

to as CE, the electromagnetic section (EE) is designated CE-E, and the hadronic section (FH and BH) is CE-H.

1

HGCAL
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ATLAS HL-LHC LAr Readout
HL-LHC

Phase-1

LA
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On-Detector Off-Detector
‣Phase-I: installed 2019-2022 and 
starting operation in Run 3 now!


‣HL-LHC:
‣ Front-end board with full custom 
preamp/shaper and ADC ASICs, 
delivering pulses with 16-bit 
dynamic range

‣Calibration system with custom 
ASICs to create large precise 
pulse 

‣Off-detector: timing system and 
signal processor 


- ML applications to improve 
pulse energy & timing 
reconstruction running online in 
FPGAs 
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CMS High Granularity Endcap Calorimeter

7Lindsey Gray, FNAL

Showers with the HGCal

2

In this talk I will be discussing recent results with PandoraPFA integrated in CMSSW (CMSPandora), 
some of the road to getting there, and the road still to go.

high pT jet 
O(500 GeV)

MIP tracks and clusters clearly 
identifiable by eye throughout 

most of detector. 

the longitudinal shower footprint

• “Imaging” 4D calorimeter: tracking extends into calorimeter & ~10 ps timing 
resolution per cluster


- >600 m2 of active silicon & 6 milllion readout channels

- Precision timing can assist in removal of pileup & location of interaction vertices in dense 

environment 

• Data rate: 40 TB/sec
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HGCAL Readout
• Requirements: low latency & low power dissipation (< 20 mW/channel) in high radiation 
environment 


• Front-end system reads out detector sensors with three custom ASICs on trigger (40 MHz) 
and DAQ (750 kHz) data paths


• SiPM-on-tile for readout of scintillators → lower operating voltages, higher speed from solid 
state sensor advances


• AutoEncoder neural network on ECON-T custom ASIC: reconfigurable for on-detector data 
compression (see Nhan’s talk)

CMS  HGCAL |  Felix Sefkow  |  November 2019 14

Hexaboards and Module Assembly
Robust design, worldwide effort

26 Chapter 2. Active elements

Tracker and HGCAL types. So far these have been based on a silicon-on-silicon process with
Si-to-Si wafer bonding. As compared to the standard process for the sensor production this has
the advantage of enabling sensor production of varying active thickness in a transparent way.
As part of their ongoing process optimization, Novati is also working towards mitigating any
possible cost implications related to the additional steps required by this technique, in order to
ensure a cost-effective solution.

2.2 Silicon modules
The HGCAL requires approximately 27 000 silicon detector modules to be assembled and in-
stalled in its electromagnetic (CE-E) section and part of the hadron (CE-H) section. A CE-E
module is a stack of components, as shown in Fig. 2.6: (i) baseplate, (ii) Kapton-gold sheet, (iii)
silicon sensor, and (iv) the printed circuit board (PCB), labeled the hexaboard, with front-end
electronics. All of these components have roughly the same area as the sensor.

Figure 2.6: CE-E silicon module, showing stacked layers.

A study of mechanical mockups of 8” modules demonstrates that the module is pressed onto
the cooling surface by the differential cooling of the differing material layers, improving ther-
mal contact. Calculated stresses on the module were found to be three orders of magnitude
below the point at which breakage would occur.

We have been using 6” modules (i.e. modules produced using sensors manufactured on 6”
wafers) for prototyping and for measurements in test beams. Figure 2.7 shows a completed 6”
module.

The baseplate has precise reference holes for precision assembly and placement onto the cas-
settes. For the CE-E the baseplate material is a sintered WCu metal matrix composite. The
copper provides excellent thermal conductivity (TC), the tungsten reduces the coefficient of
thermal expansion (CTE) to align it more closely with that of the silicon, and together they
form a short radiation-length material that is a significant component of the CE-E absorber. For
the CE-H modules, the baseplate material is high-TC carbon fibre. It serves similar purposes
except that it does not contribute significantly to the CE-H absorber material.

The WCu baseplates are specified to have uniform thickness of 1.40±0.03 mm, with faces that
are flat to within ±50 µm.

Hexaboard houses up to 6 HGCROCs 
bonding to sensors through holes in PCB  
Status: 8” board with HGCROC-V2  in 
production 
Lead Module Assembly Centre (MAC)  
automated gantry at UCSB set up 
6 MACs world-wide in preparation 
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Dual Readout Calorimetry
• Exceptional energy resolution from separate read out of Cherenkov and scintillation 
light to disentangle EM and hadronic components shower-by-shower 


- Doubles data relative to traditional single-signal detector

- Unique readout challenge: simultaneous low-latency extraction of charge signals from both 

scintillation and Cherenkov light


• Examples from RD52/DREAM/IDEA collaborations (FCC-ee): 

- Elimination of longitudinal segmentation in novel copper-based dual-readout “spaghetti” 

fiber calorimeter for IDEA → finer lateral segmentation with same number of electronic 
readout channels

[IF WP 2022]

Figure 8: Sketch of the IDEA calorimeter (left) and endcap geometry (right).

face (the closer to a fiber the higher the signal). The best way to combine signals is the one
that maximizes the component with the minimum standard deviation, on an event-by-event
basis,

E =
Es/�2

s + Ec/�2
c

1/�2
s + 1/�2

c
(6)

with �s (�c) being calculated with Eqs. 4 (5). The energy resolution obtained, shown in
Fig. 9(a) (black line), is well fitted by,

�

E
=

13.0%p
E

+ 0.2% or,
14.0%p

E
� 0.6% (7)

The same studies also yield a linearity within ±1% for electrons in the energy range 10�250
GeV.

Hadronic shower performance

The hadron performance was studied by using the � factor obtained from Geant4 as the one
that correctly reconstructs on average the primary particle energy, � = 0.41. The resolution
dependency on the � factor was also studied and is reported in Ref. [40]. Fig. 9(b) shows the
energy resolution in the range 10-150 GeV (bottom, black line). It corresponds to

�

E
=

31%p
E

+ 0.4% or,
32%p
E

� 1.3% (8)

with E expressed in GeV units. As discussed in Ref. [40] the simulation also indicates
that the asymmetric shape for the energy distribution, a↵ecting any non-compensating
calorimeter, is largely corrected, leading to a Gaussian distribution for the hadronic signal.
Moreover, we found a linearity for charged pion detection within ±1% in the energy range
10� 150GeV.

14

https://cds.cern.ch/record/2804864/plots
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Linear e+e- Colliders
• Unique power pulsing operation mode: beam crossing of accelerator has very low 
duty cycle (10-3)


- Dedicated suites from CALICE to pursue ASIC designs with fast logic and low-noise 
power cycling


• Calorimeter prototype designs for ILC (or C3)

- SiD: silicon active material with particle flow reconstruction


‣ Readout electronics implementable on-chip (ECAL pixels with ASIC bump-bonded to sensor, HCAL 
with SiPMs)


- ILD: silicon/scintillator calorimeter options

‣ Novel double SiPM readout for longer strips: robust, eliminate random noise through coincidence, 

potential position reconstruction

2020 JINST 15 C06002
Table 1. Comparison between 10 and 15 µm pixel SiPM as possible candidates for the Sc-ECAL (from the
data sheet provided by Hamamatsu Photonics K.K. [2]).

Model number S12571-010P S12571-015P

Photosensitive area 1 mm2 1 mm2

Pixel size 10 µm 15 µm
Number of pixels 10000 4489

PDE 10 % 25 %
Gain 1.35 ⇥ 105 2.3 ⇥ 105

Geometrical fill factor 33 % 53 %

2 Double SiPM readout

In the double-sided readout, scintillation photons generated in a strip are collected by two SiPMs
at both ends of the strip. Twice longer strips (90 mm, figure 3) are used to keep the total number
of SiPMs constant. The possible advantages of the double SiPM readout are the followings. It
would allows us to eliminate random noise by coincidence between two SiPMs, and we can get
higher light yield by summing two readouts while the light collected by each SiPM is even smaller,
which would mitigate SiPM saturation. The double readout strip is still operational even if one of
two SiPMs is dead. The possibility of position reconstruction by charge and/or timing di�erence
between two readouts, which can mitigate the ghost hit issue, is also expected.

!"#$%#&&'%()*!%)#+

,#-+&.*/()*0#12

34*--

56*--

!"#"!"$$7 0#12*8/#9.,*($*'*1:;<

7=4>*--

Figure 3. Scintillator strip with double SiPM readout.

3 Performance test

The performance of the double SiPM readout was measured with a prototype.

3.1 Measurement setup and analysis method

A strip made of EJ-212 wrapped by reflector (3M ESR2 65um-thick) is mounted on a PCB which
was fixed on a movable stage (figure 4). The strip was irradiated by �-ray from Sr-90 and 30000
events were taken with a trigger counter placed behind the strip. The signals from the SiPMs are
recorded with a waveform digitizer (DRS4). The waveforms are integrated over a 50 ns window
around the waveform peak to compute the charges. The signal timing is picked where the waveform
rises up to 7 % of the peak height. The single photoelectron charge is calculated from the charge

– 2 –

2020 JINST 15 C06002
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1 Introduction

A future linear collider project, the International Linear Collider (ILC) is planned starting as a
Higgs factory. One of the two detector concepts proposed for ILC is the International Large
Detector (ILD). There are two technology options for the Electromagnetic CALorimeter (ECAL):
scintillator ECAL (Sc-ECAL) and silicon ECAL (Si-ECAL).

The Sc-ECAL is based on strip-shaped (5 ⇥ 45 ⇥ 2 mm3) plastic scintillator readout by SiPM
(figure 1). A virtual 5 ⇥ 5 mm2 cell segmentation is realized by stacking the layers of scintillator
strips alternately in orthogonal directions as shown in figure 2. One of the issues of the Sc-ECAL
is ghost-hits caused by more than one hit in the same strip sector as illustrated in figure 2.

!"#$#"#$#%#&&!"

%'!"#$#(')#$#*'+"#&&!

Figure 1. Scintillator strip and SiPM.

!"#$%&'()

*&+)(%&'()

,%--

,%--

Figure 2. x-y configuration of strips and ghost hits.

A wide dynamic range is required for the SiPM of the Sc-ECAL to preserve the linearity over
the wide range of the energy deposit in the strip. SiPMs with small pixels will, therefore, be used.
The SiPMs with a small pixel size such as 10 µm and 15 µm developed by Hamamatsu Photonics
K.K. [1] are used for the prototype study. In the previous studies, it was found that 15 µm pixel
SiPM would be more appropriate than the 10 µm one from the signal/noise ratio viewpoint because
of its higher gain and Photon Detection E�ciency (PDE) (table 1). It is, however, desirable to even
further improve the signal/noise ratio.

A new scintillator strip design based on double SiPM readout is being developed to improve
the performance of the Sc-ECAL by solving the issues mentioned above.

– 1 –

ILD double SiPM strip readout
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FCC-hh Calorimetry & Readout

up to energies of tens of TeV. This suggests a dynamic range of 16 bits, achieved through
a multi-gain architecture. Given the progress in “4D” particle reconstruction and searches
for long-lived particles, the desired time resolution is on the order of 30 ps. The dose near
the location of the readout electronics is potentially 1-10 MRad (outside the LAr cryostat),
with additional safety factors to be determined. The goal is to read out the over three
million channels for the ECAL every 25 ns.

Figure 4: The cross section of the electromagnetic barrel calorimeter showing the extremely
fine segmentation of the design. From [11].

The accomplishment of this readout will build on the electronics developed in both the
CMS and ATLAS detector upgrades for the HL-LHC. However, significant R&D is required
to read out three million channels with high precision and dynamic range within a space
and power requirements that are not likely to be significantly larger than today. This will
necessitate exploring new readout architectures. For example, simply extrapolating from
current work is infeasible, as higher channel density ASICs on more densely populated
readout boards would need to accommodate an order of magnitude increase in channel
readout, while extending the dynamic range. New technology nodes, combined with System-
on-chip architectures, may ameliorate some of these challenges.

4 Opportunities for Advancing Readout for Calorimetry

4.1 Taking advantage of infrastructure developments

As discussed, the next generation of particle colliders will require challenging high-speed,
high-precision electronic readout of high granularity (high-channel density) particle detec-
tors. There are many challenges facing the design of the ASICs needed for the readout

11

3.3 FCC-hh

A long term prospect for a future proton-proton collider (FCC-hh) is in the early planning
stages. With the goal of opening a new energy regime for discoveries, the FCC-hh would
deliver collisions at energies up to 100 TeV with instantaneous luminosities up to 3 ⇥
1035 cm�2s�1. However, searching for new physics decaying to final states of photons,
electrons, muons, taus or jets will place unprecedented requirements on the spatial and
energy resolution of the detectors. The spatial resolution requirements are driven by the
need to resolve the narrowly collimated decay products, for example, photon showers from
highly boosted particles. Meanwhile, the energy resolution requirement arises from the
desire to measure the energy deposits of minimum ionising particles up to multi-TeV energy
electrons and photons. Therefore, this challenging environment provides an opportunity to
push calorimeter readout technology as far as possible.

The potential reference design for the FCC-hh calorimeters is shown in Fig. 3. The
cylindrical design, at 50 m long and 20 m in diameter, is similar in size to the ATLAS
detector but in mass to the CMS detector. It consists of a tracker cavity surrounded by an
ECAL with a thickness of 30 X0 and an HCAL with a thickness of 10.5 interaction lengths.
The ECAL is based on LAr for its well understood radiation hardness, while the the HCAL
is based on scintillating tiles with lead absorbers.

The ECAL calorimeter system for this detector (described in [11]) is composed of sam-
pling calorimeters with liquid Argon as the sampling medium. The high granularity and
fine segmentation of the design, resulting in over two million channels, is indicated in Fig. 4,
and is similar to the CMS HGCAL. The high granularity will help facilitate the use of the
particle flow technique combining measurements from several detectors to improve the final
4-momentum measurement of a particle. High granularity calorimetry would also enable
improved vertex finding for neutral particles such as highly boosted photons.

Figure 3: Reference FCC-hh calorimeter (from [11]).

The ECAL has in some respects the most challenging requirements of any readout con-
sidered. Foremost, at a 100 TeV FCC-hh machine, the calorimeter must be able to provide
accurate photon and lepton energy measurements from the electroweak scale (⇡ GeV) and

10

• Collisions at energies up to 100 TeV, instantaneous luminosity up to 3x1035 cm-2 s-1


- Even more stringent requirements: highest momentum daughter particles, largest 
dynamic range 


- 1-10 MRad anticipated dose (outside LAr cryostat)


• Calorimeter prototype builds on HL-LHC upgrade R&D: “5D” reconstruction with 
fine spatial segmentation, good energy resolution, & ~30 ps timing resolution 


• Remaining R&D needed to control for stringent space & power requirements: order 
of magnitude increase in channel multiplicity + extended dynamic range 

FCC-hh Calorimeter
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Open Access in Design & Fabrication
• Unique and challenging electronics design will push budgets 
more than ever (financial, technical expertise/personpower)


➡Potential avenue with foundries that offer commercially available 
open access hardware design & fabrication environment 


- Lower costs compared to traditional foundries 


- Faster turnaround: replace annual submission cycle with 
concurred testing of v0 + fabrication of v1 + design of v2


- Improve collaboration between universities, national labs, & 
international partners
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Conclusions
• “5D” calorimetry is crucial to the success of the physics program at future colliders

• Unique requirements like high dynamic range, high precision, high readout rates, & 
radiation tolerance pose challenges for designing suitable low noise/low power devices 


• Need for custom ASICs & close interface with industrial advances in electronics 

• Many readout developments for the ATLAS & CMS calorimeters underway in preparation 
for the HL-LHC 


• Consideration of future  or hadron colliders informs readout development areas, 
particularly for dual readout, particle flow, solid state sensors, precision timing, & high 
channel density 

e+e−

Tim Andeen CALOR2018, University of Oregon, May 2018  3

LAr Calorimeter Upgrade Motivation
• Critical sub-detector for most 

signatures of HL-LHC physics. 
✓ electrons 
✓ photons  
✓ jets 
✓ missing ET 

• Current electronics and power 
supplies will not survive HL-LHC 
radiation. 

• Without upgrade must raise trigger 
thresholds, losing physics   

• Instead, we provide more/better 
info at earlier trigger levels. 
➡ Intermediate step in Phase 1: 

use Super Cells to provide finer 
granularity to trigger 

➡ HL-LHC upgrade builds on 
Phase 1, provides full 
granularity and full precision 
readout at 40 MHz (bunch 
crossing frequency)
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Upgrading the CMS Endcap Calorimetry
High Granularity Calorimeter 
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Backup
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E. Busch 3

Review: FEB2 
Data/Signal 
Flow

• V1.1 board assembled with full set of 8 
PA/S, 8 ADCs, 8 lpGBTs
• up from only 2 PA/S & 3 ADC on 

v1.0
• 32 channels of readout

• Each channel represents a HI/LO 
gain pair

• Results will be shown only for the 16 
MDAC channels

10 March 2021

2020-21: Slice Testboard

- 32 channels

- Characterize performance of full 

readout chain (PA/S →ADC→lpGBT)

2022-23: FEB2 prototype
- Full 128 channels

- Production = 1524 boards 

(1627 w/ spares) 

FEB2 Pre-Prototype: Slice Testboard

Features of v1.1
• New optical connections, designed by SMU

• Front panel mounted connectors
• Fix for the lpGBT 12 & lpGBT13 master 

problem
• The first time the board is brought up, we need to 

communicate with lpGBT12&13 to burn e-fuses
• On v1.0, we had to cut the M2 lines to allow this 

communication
• On v1.1, we can now isolate undefined 

lpGBT12&13 masters by changing the headers on 
the board 
• As soon as I2C buses are free we burn e-fuses on 

lpGBT12&13, and lpGBT11&14
• This is a one time operation – once done the 

board can be fully operated via FELIX

E. Busch 410 March 2021
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Slice Testboard Performance

17

• Cell-level energy & timing reconstructed with optimal filtering coefficients 
(OFCs) applied to 4 samples from signal waveform


•  Key Results: 

- Fully validated slow control, monitoring, redundancy of bidirectional clock/

control links

- Energy & timing resolution within specs (energy resolution ~0.02% cf. spec 

0.25%, timing resolution ~50 ps for large pulse)

- Multi-channel performance: low coherent noise (< few %), low cross talk (< 

0.2%) 


➡Next Steps: design of 128-channel prototype board & crate/power tests

8

Single-Channel Performance (50 Ohm)
• ADCs derives 40 MHz CLK from FELIX, which is synchronized to 

AWG signal source
• Pulse HG+LG channel at amplitudes spanning dynamic range
• Combine different attenuations at input to access full range
• Apply OFCs to repeated measurements, perform gaussian fit on 

results to obtain Energy, timing resolution
• Energy resolution ~.02% for large pulses
• Timing resolution ~ 50 ps (dominated by system CLK jitter, not 

by Slice Testboard

Andrew Smith, Columbia University LAr Week Phase-II Upgrade Electronics Meeting, 6 October 2021
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Energy resolution over dynamic range

LAr Pulses

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics

ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

Coherent Noise

~0.02%
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LAr Pulse Analysis

Pulse Analysis

AWG sends a pulse train of 
known amplitude to ADC 
chip, sampled at different 
phases

Pulse train is interleaved to 
reconstruct fine pulse for each 
amp. Check that maxima and zero 
point match across amplitudes

Samples from one phase 
(containing peak) and derivatives 
are used to calculate OFCs, then 
used to find energy and timing of 
each pulse

66/8/20 Andrew Smith, Columbia University

• Ionization signal: < 1 ns risetime, length of negative lobe ~ drift time

• Optimal filtering coefficients: derived from knowledge of pulse shape 
and noise autocorrelation matrix 


• Apply to 4 samples taken by readout for each channel’s data to 
compute energy & timing


• In Slice Testboard/CV4 analysis, “interleave” coarse pulses of 
staggered phases to get fine-grained pulse for OFC calculation

ATLAS DRAFT

characterize photons in this analysis: the timing of the photon signal, and the pointing of its trajectory back156

to the beamline. These measurements are almost completely uncorrelated for prompt backgrounds, but the157

signal is expected to have high values for both variables. Therefore they are both excellent discriminating158

variables. Because the targeted final state has two photons that share an origin vertex, the two pointing159

measurements are algorithmically combined into two novel vertexing variables, which describe the position160

of the di-e/W vertex in (', I) space of the detector. Details of the timing and vertexing calculations and161

their use in the analysis are provided below.162

4.1 Timing163

The energy and time for each LAr calorimeter cell are reconstructed by applying the optimal filtering164

algorithm [45] to four samples of the signal shape, read out from the calorimeter channel at 25 ns165

intervals. The weighting and linear combination of these samples that provides the final energy and timing166

measurement can be seen in Equation 1, where (8 denotes the four samples of the signal waveform, and the167

parameters 08 and 18 are the optimal filter coe�cients (OFC). These are calculated from the known pulse168

shape and noise autocorrelation matrix, and selected to deliver the best energy and time resolutions.169

⇢ =
3’
8=0

08(8 and C =
1
⇢

3’
8=0

18(8 , (1)

The ATLAS LAr readout provides excellent timing performance, due to fast shaping and a low clock jitter170

on the readout board that is < 20 ps. The arrival time of an EM object is measured using the second-layer171

EM calorimeter cell with the maximum energy deposit among cells in the associated EM cluster (⇢24;;).172

Timing calibration corrections are determined with a dedicated procedure that uses a large sample of173

, ! 4a data. This procedure defines a time of zero as the expected measurement from a prompt photon174

originating at the primary vertex (PV), and includes corrections for o�sets between channels, energy175

dependence, electronic crosstalk, and the position of the PV. The calibration is validated over an independent176

sample of / ! 44 events, which also provide a measurement of the expected resolution. Application of177

the calibration constants o�ine achieves a final resolution of O(100) ps in response to high-energy e/W178

objects.179

Define Cavg = (CW1+ CW2)/2.180

4.2 Vertexing181

Define +A , +I . Define d =
q
+

2
A ++2

I .182

5 Event Selection183

Signal-like events are selected based on object quality requirements, event-level features and kinematics, as184

well as the timing and displacement of the two photon objects.185

11th May 2022 – 06:46 6
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CMS HGCAL Autoencoder NN

• Established design and 
verification methodology 
based on hls4ml + Catapult 
HLS allows rapid 
progression from algorithm 
development through circuit 
implementation.


• Optimized network provides 
2× better performance at 
~50% power of reference 
network. 

Optimization of NN output
• Better to use many low-precision or fewer high-precision outputs?
• Compare EMD performance keeping power and area fixed.
• Conclusion : more lower-precision outputs is better

• for both high- and low-bandwidth scenarios
• for full range of module occupancy

NN outputsSensor output 
bandwidth

64 bits 
160 bits

6 
10 
16

lower EMD better

➔
 

Total module output 
bandwidth

2 × 1.28 Gbps
5 × 1.28 Gbps

# NN outputs

6

10
16

ECON ASIC allows user to select any 
of 16×9 output bits for transmission

• Expect to use 16 × 3 (9) bits for low 
(high) occupancy zones.

• Corresponding precision used in 
QKeras quantization-aware 

training optimizes network for 
programmed output configuration.

 22
J. Hirschauer

Autoencoder concept for data compression

48-pixel input
336 bits

Encode with 
on-detector ASIC

Decode with 
off-detector 

FPGA

Transmit 16 × 3b outputs
48 bits

https://blog.keras.io/building-
autoencoders-in-keras.html

Decoded 48-
pixel image

 15

• Autoencoder neural network for on-detector data compression
- Low power, low latency, radiation tolerant, fully re-configurable 

- 65nm LP CMOS

- Prototypes will be tested in Fall 2021 
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ML Architectures in LASPComputing and Software for Big Science (2021) 5:19 
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The coefficients of the OF are determined using the analog 
pulse shape and the total noise auto-correlation. To further 
identify true energy deposits and assign them to a certain 
BC, a peak finder is applied to the output sequence of the 
OF by selecting the maximum value in each group of three 
consecutive BCs. The OF results are used to compare with 
the ANN solutions.

Supervised learning is applied during the network train-
ing. The true energies deposited serve as target values which 
are also indicated in the top row of figure 1. The network 
training utilizes the Keras [8] API to the TensorFlow [9] 
platform.

Convolutional Neural Networks

Alternatively to the OF method, convolutional neural net-
works (CNNs) [10] are developed. The networks analyse the 
input data sequence in a sliding-window approach. Linear 
combinations of data values in a given window of subse-
quent BCs, also called receptive field, are fed into parallel 
layers of artificial neurons, called feature maps. Different 
neuron activation functions are used. The maps are com-
bined to a multi-layer structure.

The underlying resource restrictions of the FPGA are 
central when developing CNNs for the LAr energy recon-
struction. The large number of cells treated by one FPGA 
allows at most a few hundred multiplier-accumulator (MAC) 
units, respectively parameters, per network. The best per-
formance is achieved by dividing the CNN architecture 
into two sub-networks optimized for different tasks. The 
first tagging network structure identifies significant energy 
deposits above a threshold of 3! of the electronic noise, cor-
responding to 240 MeV. Together with the sample sequence, 
a detection probability is passed to a second structure which 
is trained to reconstruct the deposited energy in each calo-
rimeter cell. An example of the architecture is presented in 
Fig. 2. The general network architecture was optimised to 
reach a high efficiency for detecting significant deposits, a 
high background rejection rate, and the best possible energy 
resolution. A hyperparameter scan was performed varying 
the number of network layers and nodes. The optimisation 
started from larger network structures with a few thousand 
parameters, reducing their size gradually down to below one 
hundred parameters.

An improvement was achieved by pre-training the tag-
ging part of the network before embedding it into the entire 
architecture. Middle and bottom rows of Fig. 1 display the 
processing steps for both the tagging and the energy recon-
struction parts.

The ability of the tagging CNN to detect true signals and 
reject background is illustrated in Fig. 3 for a tagging net-
work with 2 convolutional layers (2-Conv) and kernel sizes 
of 3 and 6. The signal efficiency and background rejection 

are compared to the performance of the OF algorithm and a 
subsequent maximum finder. The receiver operating charac-
teristic (ROC) curves indicate the performance when vary-
ing the tag probability threshold, respectively the threshold 
on the energy calculated by the OF. The OF achieves a maxi-
mum signal efficiency of about 80%, while the tagging CNN 
reaches efficiencies well above 90%.

In the following, two CNNs named 3-Conv and 4-Conv 
will be presented. While their tagging part has the same 
configuration, the energy reconstruction consists of one, 
respectively two, convolutional layers, as listed in Table 1. 
Layers, kernel sizes, dilation rate, and the number of fea-
ture maps per layer were chosen such that the performance 
regarding signal detection and energy reconstruction under 
conditions like the occurrence of signals in quick succession 
and realistic LHC bunch train patterns was best. Dilation, 
i.e. a regular spacing of dense connections between network 
nodes, would allow an enlargement of the receptive field 
without increase in number of network parameters. However, 
not applying dilation was found optimal during hyperparam-
eter optimisation. The resource restrictions are well satisfied 

Fig. 2  Architecture of an ANN with four convolutional layers. 
The dataflow goes from bottom to top. The input sequence is first 
processed by the tagging part of the network in the bottom part of 
the figure. After a concatenation layer, the tag output and the input 
sequence are processed by the transverse energy reconstruction part 
of the ANN. The total receptive field of this network incorporates 13 
bunch crossings
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for both networks. Indicators for the resource usage are the 
number of parameters and the MAC units, which are also 
shown in Table 1.

A sigmoid function is used as activation function for the 
tagging layers because it obtained best results for the binary 
tag classification. A rectified linear unit (ReLU) activation 
function was chosen for the energy network motivated by 
the ReLU property that negative input values are set to zero 
and only positive values are forwarded. The ROC curves 
for both complete CNN networks are shown in Fig. 3, again 
compared to the OF and to the tagging network only. The 
maximum efficiencies are only slightly reduced when the 
energy calculation is included and both CNNs clearly out-
perform the OF algorithm.

Recurrent Neural Networks

Recurrent neural network (RNN) algorithms are designed 
for the inference of time series data and extraction of the 
underlying parameters. They are natural candidates for the 
inference of deposited energies from time-ordered digitized 
LAr signals. Two RNN architectures are considered: vanilla 
RNN [11] and long short-term memory (LSTM) [12].

LSTM based algorithms: LSTM based networks dem-
onstrate utmost management of information through long 
sequences, allowing the use of long-term correlations in 
data. LSTM cells are composed of four internal neural net-
works, three learn to open and close access to the data flow 
through time, the last acting directly on the data to extract 
the desired features at a given time. However, their com-
plexity scales rapidly with the dimension of the internal 
networks, while the application of intelligent algorithms in 
the LAr calorimeter read-out system sets tight limits on the 

Fig. 3  Signal efficiency and background rejection ROC curves of the 
two presented ANNs (yellow, blue) and their tagging part (green), 
compared to the OF with a maximum finder (red). Signal refers to 
deposits with Etrue

T
 above 240 MeV ( 3! above noise threshold), back-

ground those below. Efficiencies are calculated for an EMB mid-
dle LAr cell ( ! = 0.5125 and ! = 0.0125 ) simulated with AREUS 
assuming ⟨!⟩ = 140 . Approaching the upper right corner of the plot 
indicates signal efficiencies of 100% and a background rejection of 
100% and would therefore be optimal. For better visibility, the results 
are shown only in the range above 75%. Filled bands represent the 
statistical uncertainty

Table 1  CNN configurations 
with one and two energy 
reconstruction layers and 
identical tagging layers

3-conv 4-conv
Tagging Energy Recon-

struction
Tagging Energy Recon-

struction

Layer index 1 2 3 1 2 3 4
Kernel 3 6 21 3 6 4 3
Size
Dilation 1 1 1 1 1 1 1
Rate
Feature 5 1 1 5 1 3 1
Maps
Activation Sigmoid ReLU Sigmoid ReLU
Function
Number of 51 43 51 37
Parameters
MAC units 45 42 45 33
Receptive 28 13
Field
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network size. To limit the parameter count to a few hundred, 
only one layer of LSTM cells, with 10 internal dimensions, 
is used. Fewer internal dimensions significantly degrade the 
energy resolution. Improvements compared to the LSTM 
configuration chosen here, are only seen when increasing the 
parameter count to a few thousands. A decoder, consisting 
of a network with a single neuron and ReLU activation, is 
placed after the LSTM layer to concatenate the output in a 
single energy measurement. Architectures with additional 
RNN or dense layers did not show improvements which 
would justify the additional resource consumption.

Two LSTM based networks for real-time energy measure-
ments are presented. The single-cell design derives from a 
many-to-many RNN evaluation, and is illustrated in Fig. 4. 
At each BC, an LSTM cell analyses the LAr signal amplitude 
and the output of the previous cell to predict an energy. The 
same operation with the same LSTM object is repeated until 
the end of data. To allow the RNN to accumulate enough 
information a delay of five BCs is imposed in the training 
process. This delay also avoids the RNN to learn from yet to 
happen collisions in the training phase. The second design 
uses a sliding-window algorithm and is illustrated in Fig. 5. 
At each BC an LSTM network is instantiated. This network 
is trained as a many-to-one RNN targeting an energy pre-
diction with five ADC samples as input. The target energy 
corresponds to potential pulses starting on the second BC, 
allowing the network to read one BC before the deposit, and 
four on the pulse. This is found to be the best compromise 
between the correction for past events, the energy inference 
on the pulse, and short sequences meeting FPGA constraints. 
The sliding-window algorithm applies the network to subse-
quent BCs allowing a prediction in real time. The final dense 
operation corresponds to the single neuron decoder which 
reads the LSTM output and calculates the energy.

Vanilla RNN based algorithm: The vanilla RNN cell is 
the most compact RNN architecture. It is composed of a sin-
gle internal neural network trained both to forward the rel-
evant information in time, and to infer the energy at a given 
BC. To fulfill constraints from the LAr calorimeter system, 

the size of the vanilla RNN internal network is reduced as 
much as possible. Only 8 internal dimensions are used. To 
avoid the use of look-up tables in the FPGA, a ReLU activa-
tion is used. As for LSTM networks, a single neuron decoder 
with ReLU activation concatenates the output in a single 
energy measurement. In total, the network comprises 89 
parameters and 368 MACs.

With limited internal capabilities, vanilla RNN networks 
are not capable of managing the information over long peri-
ods of time. Therefore, only a sliding window application is 
considered. It is defined in the same way as for the LSTM 
networks.

Discussion: The final structure and parameter choices of 
the three RNN networks are shown in Table 2. For the same 
number of parameters, the single-cell and sliding-window 
applications are expected to provide different insights into 
the features of the data. In particular, the sliding-window 
algorithm focuses only on a few inputs around the BC of 
interest: four on the pulse and one in the past. It is thus 
expected to be more robust when regressing the energy 
value of isolated data pulses. On the other hand, the sin-
gle-cell design concatenates the present data with all past 
measurements. While this could limit the robustness of 

Fig. 4  Single-cell application of LSTM based recurrent networks. 
The LSTM cell and its dense decoder are computed at every BC. 
They analyse the present signal amplitude and output of the past cell, 
accumulating long range information through a recurrent application. 
By design, the network predicts the deposited transverse energy with 
a delay of six BCs

Fig. 5  Sliding window application of LSTM based recurrent net-
works. At each instant, the signal amplitude of the four past and 
present bunch crossings are input into an LSTM layer. The last cell 
output is concatenated with a dense operation consisting of a single 
neuron and providing the transverse energy prediction
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CMS HGCAL ASICs

CMS  HGCAL |  Felix Sefkow  |  November 2019 19

HGCROC
Very Front0end ASIC See talk by 

Damien Thienpont

A. Lobanov

First version with almost full functionality 
under test for Si and SiPM


