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Scope/Definition of the Topic

Analysis facilities

The infrastructure and services that provide integrated data, software and
computational resources to execute one or more elements of an analysis
workflow. These resources are shared among members of a virtual organization
and supported by that organization.
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Kevin Lannon, Paul Brenner, Mike Hildreth, Kenyi Hurtado Anampa, Alan Malta Rodrigues,
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Analysis Facilities

Existing traditional user facilities (CERN

Ixplus/Ixbatch, LPC, BNL, SLAC and others,

mostly DOE managed)
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New exciting analysis facilities prototypes
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o Integrates CERN's ScienceBox (SWAN + CERNBox + EOS) into the
Geddes Composable Platform, Purdue’s kubemetes based private cloud
o Bursting to the Community Clusters, OSG and public clouds
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@ JupyterHub + kubernetes deployment with spillover to HTCondor for large workloads

® Supports 3-4 active analyses, have successfully burst to 20 concurrent users

Shared resources between users

® Major interest in developing a sharable infrastructure as software, exploiting cloud-native
deployment patterns
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Analysis Cyberinfrastructure: Challenges and
Opportunities

Main points to take in account while building Analysis Facility Infrastructure

o Interoperability between different analysis facilities

|ldentity management integration in Analysis Facilities

Integration of Data organisation, Management and Access

Resource sharing and scaling

Sharing environment between users



Analysis Facilities Challenges for Energy Frontier and
Other Frontiers

e Forthe Snowmass Energy Frontier, the HL-LHC presents significant challenges for the

analysis community.
o  One of possible solutions is to develop better integration strategy of software components for analyzing the data
as well as the deployment of the analysis software at analysis facilities, such as Analysis Grand Challenge

IRIS-HEP and the Analysis Grand Challenge “Analysis” in the AGC context
* AGC: “Analysis Grand Challenge” + In view of the HL-LHC: “analysis” starts from centrally produced common data samples
* historically, an integration exercise h + Includes all subsequent steps to produce results needed for publication

- test realistic end-to-end analysis pipelines aimed at HL-LHC use
> Extract relevant data

- combine technologies being developed in various ares of IRIS-HEP & adjacent ecosystem _ . ) e
» (Re-) calibrate objects & calculate systematic variations

- identify & address performance bottlenecks and usability issues )
» Filter events & calculate observables

» organized jointly with the US ATLAS & US CMS operations programs
» Histogramming (for binned analyses)

> Construct statistical model + perform statistical inference

ACaNSIS oo » Visualize results & provide all relevant information to study analysis details
é) * Do all these steps in a reproducible way
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Analysis Grand Challenge components:

tools and facilities where AGC will be executed
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https://iris-hep.org/projects/coffea-casa.html
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Leveraging Cloud Native for designing, building and
operating analysis facilities

Development concerns

Architecture Communication Infrastructure Process

%

Service-based APIl-driven Containers

>
Delivery/deployment concerns

Cloud-native technologies empower organizations to build and run scalable applications in modern, dynamic
environments such as public, private, and hybrid clouds. Containers, service meshes, microservices, immutable infrastructure,
and declarative APIs exemplify this approach.



Leveraging Cloud Native: API-driven Communication

Communication

* APIs connect different applications or services together.

* Encourages application architectures that are highly distributed
and modular.

* Prevents obsolescence
API-driven * Provides easy integration paths with existing systems

® Coffea-casa Interactive Analysis Facilty a

Leveraging Cloud Native: Service-based Architecture

Architecture * Diverse analysis requires diverse technology ecosystems

* Break up monolithic data structures and tightly coupled

OEI%O applications into loosely coupled and independently deployable
smaller components, or services

* Modernize and optimize traditionally complex analysis
workflows

Service-based
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Leveraging Cloud Native: Container Infrastructure

Infrastructure

Containers provide flexibility, portability and isolation without the additional
overhead of virtual machines

Container orchestration defines tools that automate the deployment,
management, scaling, networking, and availability of container-based
applications.

Containers

* Provides a unified declarative description and configuration language.

* Implements service discovery, load balancing, automated rollouts and rollbacks, plus
other features key to providing stable services.

* Multiple types of container orchestration systems, institution needs to assess

requirements and needs ﬁ o
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Leveraging Cloud Native: DevOps/GitOps processes

Process

* Takes advantage of a declarative system to manage the
configuration and operations of every element of the platform,
from the infrastructure through to the applications.

Provides observability and control - ensuring that the platform is
reliable and operable.
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Principles of GitOps: https://gitops-community.github jo/kit/

3& Fermilab
4/7/22


https://indico.fnal.gov/event/53251/#11-leveraging-cloud-native-for

Recommendations/Research Directions

e \We suggest to work on prototyping of Analysis Facilities together with
analysis software developers, resource providers and analysis facility

architects using modern techniques, such as exploring concepts:
o ’Infrastructure as Code";
o the integration of “federated identities";
o to facilitate the preservation of user environments and many others.

e \We also recommend that Analysis facilities be made interoperable, allowing
users to navigate seamlessly from one Analysis Facility to another, and easily
extensible, to accommodate future needs without disruptions.



