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« Track Finding — pattern recognition, the association of
detector hits to a single trajectory

* Track Fitting — obtaining kinematic variables from a
trajectory fit

- Typically iterative, dominates overall 0
reconstruction time

- Complicated by overlapping collisions (pileup)

* Complexity / processing time for pattern
recognition scales as a power of #verticies
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* Pileup grows as instantaneous luminosity increases
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Online Tracking

Situation is even more challenging for online
reconstruction

» Tracks are needed by trigger selection algorithms

* The online environment imposes latency constraints on
reconstruction processes, eg:

- 4 us total latency in the Run 2 CMS L1 hardware trigger

- And an average of ~260 ms / event in the Run 2
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* Online algorithms generally operate with reduced inputs  HLT s a8l ¢ -
and/or precision tracking o I S,
- Either because of latency concerns (eg: truncation) B = =rnirs
- Or due to data availability (eg: lack of pixel readout) 02 e
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Hardware Tracking

Hardware tracking as a way to improve the physics performance of online
reconstruction and selection

* In hardware (L1) trigger systems viag,

~ LHCb high no. channels
* As custom co-processors for the software trigger : & o o
* On heterogeneous commodity accelerators e  AtLas

in software trigger systems o & ows

KLOE CDF II
10% O DO 11

Level-1 rate (Hz)

Will review recent ATLAS/CMS/LHCD history

] CDF, DO (PetaBytes)
« Much development (and disruption!) in online = o 2
tracking / trigger over the past several years

O BaBar high data archives

102 4

* From this, will try to draw some conclusions for 10 P 10¢ 107
hardware tracking for future experiments & upgrades SR SR byEe)
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Run-1 Trigger Systems

ATLAS/CMS/LHCDb started Run-1 with similar, “conventional” triggers

No.Levels Level-0,1,2 Event Readout HLT Out
Trigger Rate (Hz) Size (Byte) Bandw.(GB/s) MB/s (Event/s)

w1105 25us  1.5x10% 4.5 300 (2x102)
w23x103

w105 4us 108 100 100 (102)
o 108 3x104 30 40 (2x102)

* First level h/w trigger : calorimeter & muon only, tracking (incl pixel) only in the HLT
* Some differences in the details
- L1 ROIs in ATLAS, tracking within ROl in L2 (CPU), full tracking at HLT

- LHCb : larger rate out of L1, smaller event size C2MHLT physically merged in
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Hardware trigger (LO) removed! .., ||
* 30 MHz rate into the HLT

* Full tracking performed on GPU
- Co-located with event building
- Simple track selections at this stage (HLT1)

PCle slots

— Full offline-quality reconstruction in CPU (HLT2)

Obiject filtering applied for ~2/3 of the output data stream

 Significantly reducing output rate to tape

* Re-reconstruction not possible for these events

We describe a fully GPU-based implementation of the first level trigger for the upgrade of the LHCb detector, due to start data
taking in 2021. We demonstrate that our implementation. named Allen, can process the 40 Tbit/s data rate of the upgraded
LHCb detector and perform a wide variety of pattern recognition tasks. These include finding the trajectories of charged
particles, finding proton—proton collision points, identifying particles as hadrons or muons, and finding the displaced decay
vertices of long-lived particles. We further demonstrate that Allen can be implemented in around 500 scientific or consumer
GPU cards, that it is not I/O bound. and can be operated at the full LHC collision rate of 30 MHz. Allen is the first complete

; 2 network
[ connections

high-throughput GPU trigger proposed for a HEP experiment.

LHCb Upgrade Trigger Diagram

?Fﬁg';ff 30 MHz inelastic event rate

(full rate event building)

'Software High Level Trigger  :

[ Full event reconstruction, inclusive and ]

exclusive kinematic/geometric selections

Buffer events to disk, perform online
detector calibration and alignment

Add offline precision particle identification
and track quality information to selections

Output full event information for inclusive
riggers, trigger candidates and related
primary vertices for exclusive triggers

— — w—

L L L

10GB/s to storage

“Allen: A High-Level Trigger on GPUs for LHCb”,
Computing and Software for Big Science (2020) 4:7

https://lhcb.github.io/starterkit-lessons/first-
analysis-steps/dataflow-run3.html
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https://doi.org/10.1007/s41781-020-00039-7

ATLAS FTK

Phase-1 upgrade : custom hardware for bringing tracks into the HLT

Calorimeter detectors

Designed to : ' ey

* Operate with full tracker coverage, 8 SCT + 4 Pixel layers

* Perform global tracking to on every L1 accept (100 kHz)

* Provide tracks > 1 GeV to HLT within a 100 us latency

Pattern recognition based on associative memory ol g
* Custom ASIC : AM06, 65nm o

e Pattern matching of SCT hits with 128k pattern banks §
- 8k AMOG6 chips in the system, 1B patterns

ATLAS FTK TDR - CERN-LHCC-2013-007

“AMOG6: the Associative Memory chip for the

e On successful match, linearized track fit using Fast Tracker in the Upgraded ATLAS

full resolution hits from 12 layers detector”, A. Annovi et al 2017 JINST 12

C04013

“The ATLAS Fast TracKer System”, JINST
16 (2021) PO7006
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https://cds.cern.ch/record/1552953/files/ATLAS-TDR-021.pdf

ATLAS FTK/HTT

A sizeable backend system was foreseen iz
* Successful slice testing performed in 2018 ’
* Project canceled in 2019

this decision were the lower than expected pile-up due to cryogenic limits of the LHC [13], significant gains
from optimization of the HLT software-tracking algorithm, and potential resource shortages. Instead., it is

Contributors to

~8000 ASICS

envisioned to perform more tracking in the HLT for signatures that benefit the most, e.g. jets and E;‘i““.

I Inner Tracker ][ C:Iulillwbﬂl ] [ MMQ:IW!I]
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Event Filter
Processor QHTT [p.mn.mJ
Farm .- Storage

€+ Trigger data (40 MHz)

« - L0 accept signal

«= = L1 accept signal

#— Readout data {1 MHz)

«(- - - Regional Readout Request
4:, [Tk data (Max 4 MHz)

« - Readout data (800 or 800 kHz)
(- -- rHTT data (10% data at 1 MHz)
#— gHTT data (100 kHz)

“= = EF accept signal

¢| Output data (10 kHz)

~2000 FPGAs
Thousands of I/O links
@ up to 10 Gbps

HL-LHC evolution : HTT AL
AMO9 at 28 nm, 3-4 x 128k patterns, streamlined system design

128 AUX 128 AMB wla

Regional (1 MHz), global (100 kHz) tracking co-processor for EF
- Optional regional L1 (ie: L2) tracking, 30 us latency, 2-4 MHz input rate

PrOJeCt Canceled In 2021 The decision not to pursue the “evolution” scenario was based primarily on the

risks in the development of the ITk Pixel FE ASIC, the reduced physics motivations due to
the stronger than anticipated limitations of throughput for the ITk Pixel Detector readout,

risks related to L1 latency and the technical challenges in commissioning an LO/L1 TDAQ

system alongside the LO TDAQ system.

An independent ATLAS committee reviewed the reports from these three task forces and
recommended that “ATLAS commit to a commercial solution for EF tracking at HL-LHC,”
including further optimizations targeting the use of accelerators to potentially mitigate

risks related to power and cost: “TDAQ should continue investigating using hardware

accelerators to optimize the EF farm. The Heterogeneous commodity task force has largely
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Technical Design Report for the Phase-I|
Upgrade of the ATLAS TDAQ System,
CERN-LHCC-2017-020

Technical Design Report for the Phase-I|
Upgrade of the ATLAS Trigger and Data
Acquisition System - EF Tracking Amendment,
CERN-LHCC-2022-004
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https://cds.cern.ch/record/2285584
https://cds.cern.ch/record/2802799

Run-2,3 : tracking acceleration in HLT w/ GPUS  “ertormance of Phase-2 HLT

Reconstruction and GPU
offloading benchmarks”,

HL-LHC : hardware tracking in the L1 trigger CMS-DP-2021-013

* Double-sided pr modules for Phase-2 Outer Tracker

- Readout ASICs (CBC,SSA) identify correlated hits (“stubs”) S —— T P i

. . L
consistent with >2 GeV tracks 141 oF

- Stubs (40 MHz) multiplexed with DAQ hits (L1A rate, 750 kHz) /T—’ <100 um
and streamed to backend electronics

Calorimeter trigger Track trigger

* 80% of OT's data stream consists of trigger info!

e Stubs sent to L1 tracking system on 25 Gbps links
- Aggregate stub bandwidth ~50 Tbps

- Full tracking with the outer detector (>2 GeV) in 4+1 us

Particle flow layer 2

Particle flow layer 1 i ‘

- Fittracks sent to L1 trigger, used in particle flow algorithms and gz
forwarded to HLT B v

Global trigger J I GT

7/19/22
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https://cms.cern.ch/iCMS/jsp/openfile.jsp?type=DP&year=2021&files=DP2021_013.pdf

CMS L1 Tracking

Gains from L1 Tracking in CMS are well established

Improving resolution, sharpening efficiency

. " H ” N H:$+ L1Mu (Run 1 ion +ME1a
turn-ons, lowering thresholds. LLP potential CERN-HCC 2020004 I Ea
“F —D—._._.(j ——0 <[nl<11
[ ot e —— 1.1<n <24
i L g Ly Ll | 1

“CMS Hardware Track Trigger: New Opportunities for
Long-Lived Particle Searches at the HL-LHC”,

“The Phase-2 Upgrade
of the CMS Level-1

¥ Tracklet seed & search

Efficiency

PU =140, 14 TeV

)
©

06|

[.CMS.Phasell.Simulation

e ] p:ig >20 GeV

j=.=2=
= S

05 10 15 20

25 30 35 40 45 50
Simulated muon P, [GeV]

Implementation V. Gershein, api 1705.04531 s
fitted track | % e e
e ¥ Kalman Filter fitting
« 3 demo’ed proposals : 1 AM-based, 2 fully-FPGA N \&\\ A
- AM options : 28 nm planar, 3D stacked with TSV i \\\% \\\ \ e
o _ . B paramaters paramatas
— 2017 decision to not pursue the AM option p -
tracklet increased precision of track parameters
While the AM-based method requires a challenging chip development in a novel (for HEP) - >
technology, carrying many unknowns, a method based only on commercial FPGAs can be ' o o e
considered as low-risk, provided that the required developments are properly planned and
managed.
* Current baseline: a “hybrid” of the two FPGA algorithms

The Apollo ATCA Design for
the CMS Track Finder and
the Pixel Readout at the HL-
LHC, A. Albert et al,
arXiv:2112.01566

“Tracklet” road search track finding + Kalman Filter fit
Run on ~200 ATCA blades, each 2x Xilinx VU9/13P

K. Hahn - Snowmass 2022 - Instrumentation Frontier
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arxiv:2112.01566
http://cds.cern.ch/record/2714892
https://arxiv.org/abs/1705.04321

Thoughts on the Future
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FPGAS vs ASICs

Modern FPGAs have become N T

inCredibly powerfUI e :’j:::‘:::::r:mumberof3?_75Ghu"sarl153.tﬂ3b«'5} ::ji)
High-speed SERDES links are i sactage erer
now commonplace — .

* Significant processing power can be brought to bear on a lot of data
... very quickly

ETHERNET SPEEDS

Diminishing the need for custom ASICs in backend TDAQ | & g
e s -

* A stark difference with respect to not too long ago ... 106
* No backend ASICs foreseen in HL-LHC ATLAS/CMS N
bl e ' s D R & F’h o T

100M

10M
1980 1990 2000 2010 2020

RCT Electron ® o
. . Ethernet Speed in Possible
IS0 |a‘|:|0 n card Speed Development  Future Speed

§°"rt-. £ B5CA)
Asiesia s Asicsj Some of the Run-1

CMS L1 electronics

Recelver caro

RCT Jet/Summary card
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More on ASICs

HEP remains on lagging technology nodes s cost T oy mot
« Eg: 130 nm, 65 nm for HL-LHC i

* Designs become more complex & costly at higher nodes
- In particular, significant effort needed for design verification

 Many design teams already under strain
- As reflected by establishment of CERN CHIPS service
- And by collaborative design efforts (eg: RD53) ppwiesienli el

We’'re a smaller player in a rough market

* Considerable schedule/budget risks associated with ASICs
In the current climate

 Can’t completely avoid (eg: for frontends), but there’s
a strong desire to minimize these risks ...
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https://ep-news.web.cern.ch/chips-new-ep-ese-service-hep-community

FPGAS

= D
A A
AMDX XILINX. Z:\\ Ij sl |}

now part of Intel

FPGASs are not without risk ...

* Unclear if L1 triggering/tracking will
continue to be as well supported
as FPGAs shift to co-processors

* Clear movement toward the server : heterogeneous computing for Al / ML / "analytics”
- Will the market constrain our flexibility to design custom systems?
« Willit still be advantageous/desirable to do so?

- Will we eventually need to work fully in popular Al paradigms?
* How well will single-minded algorithms perform on h/w optimized for Al?

- Vendor, platform, and toolkit lock-in?

At the heart of the Xilinx Alveo U200 and U250 accelerator cards are specially screened FPGAs that run

optimally (and exclusively) on Alveo. The Alveo U200 card features the XCU200 FPGA and the Alveo U250 card
features the XCU250 FPGA. Both XCU200 and XCU250 FPGAs use Xilinx stacked silicon interconnect (SSI)

K. Hahn - Snowmass 2022 - Instrumentation Frontier

7/19/22



Back to ASICs

Integration of trigger capabilities in CMS frontend
OT ASICs crucial for L1 Tracking

* Factor of 10 rate reduction to L1Tk from FE stub finding

* Tight integration facilitates detector optimization simultaneously
for trigger & DAQ performance

Further integration of real time tracking functionalities?

e So far tracking ASICs have dealt with Outer Trackers ... extend to pixels

e Include timing - 4D tracking
- Will be required at FCC to cope with extreme pileup

* Inter-module correlations? Hardware triplets/Tracklets? Measurement Technicalreduirement
Granularity: 25x50 um? pixels
- Via wireless? 6G targeting O(10 us) latencies .... Tracking for e*e 5 um single hit resolution
.. Per track resolution of 10 ps
* Ingeneral : push more logic into the frontend ASICS e T
(|e Hlnte”igent TI’aCkeI’S") Tracking for 100 TeV pp Radiation toleran up to 8x1017 nfcm?
Per track resolution of 5 ps

Must consider on-detector power & mass needed to achieve these
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FPGASs (again)

Toolkits helping to promote physicist engagement
e CMS Hybrid algorithm utilizes Xilinx High Level Synthesis (HLS)

- Write C++, tool converts to RTL hlS 4 ml

[

[

-

- HLS4ML used throughout the CMS L1 trigger es
—~——

(SYCLW oneAPI

« SYCL/oneAPI allows a single codebase to run on heterogeneous
accelerators (GPU/FPGA/AI)

* Helps to broaden involvement beyond EE/CS experts

System on Chip?
* FPGAIlogic + CPU embedded system (eg: Zynq, Versal)
* Planned use in HL-LHC for blade control & interfacing
« Affordable, multi-core (including RT), low power
* New devices also with on-die “Al engines”
« Can online tracking algorithms benefit? OS latencies ...

- See also : ATLAS gFEX, uses Zynq PL
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https://indico.cern.ch/event/799275/contributions/3413768/attachments/1861860/3060178/Miller_gFEXSoC_13Jun2019.pdf

7/19/22

Finally : Future Experiments

FCC(-hh)

e Some specs .

30 GHz pp collisions, 4 THz track rate

1000 <pileup>, 125 um <vertex separation>
« Compare : 200 pileup & 1mm for HL-LHC

Poses similar design choices as the (HL)-LHC

L1+ HLT - high-performance on-detector processing

Multi-level trigger — significant on-detector buffering
- Triggerless — huge bandwidth

A world exists beyond colliders ...

Hardware tracking needed in smaller HEP experiments

— Eg: The MuonE proposa| Status of the MuonE Project,
G. Abbiendi

K. Hahn - Snowmass 2022 - Instrumentation Frontier

Will HL-LHC experience / tech road
maps simplify the choice?

Must consider on-detector power &
mass needed to achieve these



https://indico.cern.ch/event/1002356/contributions/4229533/attachments/2199143/3719030/MUonE_GAbbiendi_PBC-workshop.pdf

Thank You!
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