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Workshop and Paper

https://indico.physics.lbl.gov/event/1756/

Contributed whitepaper:

https://arxiv.org/abs/220
3.07645
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Why a “small experiments” workshop?

Personal Perspective:
• I am the deputy operations manager (S&C) for LZ

• LXe-based direct dark matter experiment @ SURF 

• LZ data is stored and processed at NERSC+UKDC

 Data throughput (order of magnitude):
• Fermi-LAT (>2008): 0.3 PB/year

• LZ (2021-2026): 1-1.5 PB/year, 5 years

• ATLAS (>2010): 3.2 PB/year (raw)

 Key Challenges for Dark Matter:
• No “tradition” for analyzing data at this scale

• Extreme “needle in a haystack” problem (10-9)
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Why a “small experiments” workshop?

This workshop is centered around software and computing for the “small” 
experiments in our community. The mandate for this workshop is:

• Identify unique computational challenges of the “small” experiment community

• Gather input about what is needed in terms of computation for these experiments to be 
successful

• Connect members of the “small” experiment community to the computational frontier in 
Snowmass and encourage participation in topical groups

• Foster the development and re-use of open-source software, building on the work of 
the HEP Software Foundation and other collaborative efforts within the community

In order to be inclusive, we are not imposing a definition of “small” and have 
asked experiments to self-select.
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Organizing Committee

Program committee:

• Dave Casper (FASER)

• Maria Elena Monzani (LZ)

• Benjamin Nachman (CompF)

Committee members:

• Matteo Agostini (LEGEND)

• Stephen Bailey (DESI)

• Wahid Bhimji  (CompF4)

• Giuseppe Cerati (CompF1)

• Jacob Daughhetee (COHERENT)

• Mariam Diamond (SuperCDMS)

• Renat Dusaev (NA64)

• Daniel Elvira (CompF2)

• Jurgen Engelfried (NA62)

• Thomas Langford (PROSPECT)

• Gabriel Perdue (CompF6)

• Amy Roberts (CompF5)

• Daniel Whiteson (CompF3)
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Agenda for the workshop

Day 1: Experimental Session
Day 2: Session on “Tools”



Day 1 Summary and 
Wrap-up: Experiments
Maria Elena Monzani, D. Casper and B. Nachman
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Common computing challenges across experiments

• “Small experiment” ≠ “small data volume” or “small computing problem” 
(Erica Snider)

• Common tools are critical for success: Have tried to avoid writing anything 
from scratch! (Eric Torrence)
- Long-term support for common tools is unclear (MEM: Geant4 specifically)

• Continue building dedicated computing expertise in the community:
- Small experiments will never have deep benches of experts (Erica Snider)
- Too few production experts and too much data to process (Paolo Girotti)
- Challenges with recruiting/retention in the NESAP program (ME Monzani)
- Tough to stay ahead of problems without designated personnel (Jake D.)
- Important that their performance/career is evaluated appropriately (S. Bailey)
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The role of HPC in small experiments

• Access to HPC: Increasingly being told to use it (Erica Snider)
- Experience so far has shown this to require significant work
- Using an HPC center isn’t “free” for experiments (or that center - S. Bailey)
- Need established mechanisms for getting time available for the community
- No control over architecture evolution. Fast pace evolution (Monzani/Bailey)
- Downtime considerations when supporting running experiments at HPC
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Ideally, we would like common tools for data handling

• Data movement is a challenge given the size of the datasets (Miriam Diamond)
- Authentication between different sites (federated identities?)
- Also: collaboration accounts for productions, especially cross-site (S. Bailey)

• Common book-keeping needs: a few experiments looking at RUCIO
- Does RUCIO support data movement? Does it support everything we need?

• Homegrown workflow / job management (not ideal, but didn’t find alternative)

• Long-term data storage: All production data is backed up on tape (P. Girotti)
- When files are needed, pre-staging process copies them to disks (dCache)
- Experiments compete in a queue. System is not designed for peak loads
- Space fills out quickly! Strategies for reducing data usage/confusion (JD)
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Crucial discussion: public data, software, data access

• No consensus from LZ on making the data and software public (ME Monzani)
- XENON thinks software should be public! (Chris Tunnel)
- Reproducibility of results is essential! (Jacob Daughhetee)
- Planning for data release forces use of best practices with version control
- Provides a ‘frozen’ version of the analysis that can always be returned to
- DESI: all open source at https://github.com/desihub (Stephen Bailey)
- Significant benefit: external contributions vetting DESI code on real data
- National lab challenge: conversations of open-source seem orthogonally at 

odds with security/export control concerns (Spencer Fretwell)
- Access to common data and tools for “sensitive countries” (M. Diamond)

• Bringing everyone under one umbrella is difficult. Especially true with lack of 
continuity in organizational positions held by younger members (J. Daughhetee)



Day 2 Summary and 
Wrap-up: Tools
Maria Elena Monzani, D. Casper and B. Nachman
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Benefits of software re-uses across experiments

• HEP Software Foundation successes in a number of projects
• HPC “Superfacilities” to share development and support resources
• Small experiments do not have smaller requirements and require the same 

full-featured frameworks as much larger experiments
• Successful deployment of generalized tools like LArSoft and ACTS into production
• Generators are inherently experiment-agnostic; GENIE widely adopted in neutrino 

community
• Geant4, with curated physics lists
• Diffusion of machine learning methods to diverse applications
• Community should strongly advocate open-source software in HEP
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People are essential

• HSF “do-ocracy” model
- After common tools created, must be supported and/or adapted to new 

architectures
- Benefits to engagement of users with improvements and development of new 

features
• Foster and support “Research Software Engineers” specialized in creating 

more robust and performant software
- Also training in software development for physicists

• Funding agency support for key infrastructure elements like frameworks, 
Geant4 (and its models), and generators is vital

• HPC computing revolution is being led by a very small cadre of experts
• Generational C++ vs python cultural divide
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Multiple revolutions are underway

• Migration from experiment-specific code to reusable community tools
• Migration from CPU to GPU
• Migration from C++ to python
• Domain-knowledge based algorithmic analysis to machine-learning



“Small experiments” paper
https://arxiv.org/abs/2203.07645
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Paper Outline maps well onto CompF recommendations
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Key recommendation: HPC support for experiments
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Key recommendation: experiment-agnostic G4 support
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Key recommendation: experiment-agnostic G4 support


