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When will Applications Require Quantum Resources ?

If a classical computer can solve the problem,  
why “compete” using a quantum device? 
   e.g. pion mass can be computed with LQCD

Use quantum devices to solve the (parts of) 
problems that classical computers can’t. 

“Gotta know your problems!” 

Entanglement is the “additional” attribute…



Scaling of Quantum Resource Requirements 
and Complexity Classes

Far from “asymptotic resources” !!  

“Useful Scalings”: 
The performance of our current circuits on current 
hardware, and “educated” extrapolations. 

Complexity class indicates worst case 
- can be much better, e.g. symmetries 

Expect enormous progress in applications that are in 
the “wrong” complexity classes  

The “B” in BQP gives us latitude to change theories “a little” 

With a target precision, perturbative expansions can potentially change problem difficulty

Time evolution of a  
quantum system
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Equation of state of dense
hot matter and dynamics

Conquering some “sign problems”

The early universe

Neutron stars

Real-time dynamics
particle production, fragmentation 
vacuum and in medium

Low-energy reactions 

Electroweak processes (e.g., nu-A)

Neutrino dynamics

Matter-antimatter asymmetry

Precision structure and interactions
of nuclei

Many-body systems

Simulation Objectives for the Standard Model and Beyond 
Gauge Theories and Descendent Effective Field Theories and Models
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BQP

Equation of state of dense
hot matter and dynamics

Conquering some “sign problems”

The early universe

Neutron stars

Real-time dynamics
particle production, fragmentation 
vacuum and in medium

Low-energy reactions 

Electroweak processes (e.g., nu-A)

Neutrino dynamics

Matter-antimatter asymmetry

QMA  
— symmetries 

Precision structure and interactions
of nuclei

Many-body systems

Simulation Objectives for the Standard Model and Beyond 
Gauge Theories and Descendent Effective Field Theories and Models



Simulation Objectives for the Standard Model and Beyond 
Gauge Theories and Descendent Effective Field Theories and Models



Lattice Gauge Theories

Different gauge field digitizations 
U(1), SU(2), SU(3) 
Kogut-Susskind in electric basis  
Quantum Link Models  

Formal Framework - Byrne and Yamamoto in 2006 
Building upon Kogut-Susskind 

First concrete implementation proposals by Zohar, Cirac, Resnick (2012) 
and Quantum Link models by Banerjee et al (2012) and Tagliacozzo et al (2012) 

Digitized sampling in gauge basis 
Loop-string-hadron basis 
Schwinger Bosons 
“Dynamical” magnetic basis



Lattice Spacing :
1/Λχa << m⇡L >> 2⇡

Lattice Volume : 

Extrapolation to a = 0 and L =1
(Nearly Continuum) (Nearly Infinite Volume)

Systematically remove non-QCD parts of calculation through the Symanzik action and p-regime effective field theories

Lessons from Euclidean-Space Lattice QCD Calculations
A low-energy non-perturbative predictive effective field theory for computation of QCD
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• Asymptotic Freedom in the UV (small coupling constant at short-distances) 
• systematic perturbative calculations to match QCD to LQCD 
• controlled extrapolation to the continuum with uncertainty quantification. 

• Lattices large enough to contain correlation lengths supported over many lattice sites 
•  control over IR (non-perturbative) observables with uncertainty quantification. 

• Time evolution? 
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Parallelizes easily at the circuit level
- dual layer application per Trotter step

Universality
Creativity in the UV (to Recover the IR)

Entanglement Motivated
Mappings to spin-systems\

Many great ideas, papers,…

Light Front (Dimensional Reduction),  or Quantum Links, or Dual Mappings, or ……  ?     Many paths to explore 



SU(N) : 1+1 Gauge Theories

Site-1 Site-2

Non-dynamical gauge fields

R G B anti-R 
anti-G 

anti-B 

Mesons, baryons, nuclei



Dynamics in the Schwinger Model - Abelian Gauge Theory
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N = 4, �t = 1

(a)

(b)

Figure 7. Experimental results for N = 4 and �t = 1. (a) The
upper plot shows fluctuation in the bare-vacuum population,
Pvac(t), while the lower plot shows particle-number density,
⌫(t). (b) The upper plot shows the local charge density Qn(t)
as measured in the experiment after post-selection, while the
lower plot shows its deviation from theory.

delity, rather than qubit number, is the main limitation of
our implementation. E↵orts to overcome such a technical
limitation are well underway [86]. To mitigate the time-
correlated errors, we have applied a symmetry-protection
scheme [29] but found negligible e↵ects in suppressing
the errors, pointing to dominant incoherent and uncorre-
lated noise in the experiment. Incoherent errors can be
mitigated by post-selection of the experimental measure-
ments using symmetry considerations. Better-motivated
and further-tailored schemes for incoherent error mitiga-
tion are desired in future simulations.

An avenue for improving the quality of the simulation
is reducing the gate depth, e.g., by performing gates in
parallel instead of sequentially. In our model, e�i�tĤ

x

,
consisting of only nearest-neighbor interactions, can be

N = 6, �t = 1

(a)

(b)

Figure 8. Experimental results for N = 6 and �t = 1. (a) The
upper plot shows fluctuation in the bare-vacuum population,
Pvac(t), while the lower plot shows particle-number density,
⌫(t). (b) The left plot shows the local charge density Qn(t)
as measured in the experiment after post-selection, while the
right plot shows its deviation from theory. At t = 4, we reach
the gate-depth limit of the hardware.

applied in a fixed circuit depth of 4 instead of 2N by per-
forming all the X2iX2i+1 terms, then all the X2i+1X2i+2

terms, in parallel. The all-to-all interactions in e
�i�tĤ

ZZ

can be reduced to depth of N instead of N
2 if gates

XiXi+n, for all i and fixed n, are performed in paral-
lel. With trapped ions, parallel operations can be done
either in multi-zone architectures [87, 88], or in linear
chains with advanced control schemes [89].

Alternatively, the gate depth can be reduced by
using M -body Mølmer-Sørensen gates MS(�,M) ⌘

e
�i�

PM
i=1

PM
j=i+1 �̂

X
i �̂

X
j [82–84]. This approach was im-

plemented in Ref. [71] to reduce the number of MS op-
erations in the simulation of the Schwinger model from
O(N2) to O(N). In general, a non-trivial optimization of
both frequency and amplitude modulation of the beams
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applied in a fixed circuit depth of 4 instead of 2N by per-
forming all the X2iX2i+1 terms, then all the X2i+1X2i+2

terms, in parallel. The all-to-all interactions in e
�i�tĤ

ZZ

can be reduced to depth of N instead of N
2 if gates

XiXi+n, for all i and fixed n, are performed in paral-
lel. With trapped ions, parallel operations can be done
either in multi-zone architectures [87, 88], or in linear
chains with advanced control schemes [89].

Alternatively, the gate depth can be reduced by
using M -body Mølmer-Sørensen gates MS(�,M) ⌘

e
�i�

PM
i=1

PM
j=i+1 �̂

X
i �̂

X
j [82–84]. This approach was im-

plemented in Ref. [71] to reduce the number of MS op-
erations in the simulation of the Schwinger model from
O(N2) to O(N). In general, a non-trivial optimization of
both frequency and amplitude modulation of the beams

Trapped ions, 4 qubits

Trapped ions, 6 qubits



Fragmentation and Collisions
Vacuum and In-Medium

QQbar moving in medium

Nachman, Provasoli, and Bauer‡, Phys. Rev. 
Lett. 126 (2021) 6, 062001.

A polynomial time quantum final state shower algorithm 
that accurately models the effects of intermediate spin 
states similar to those present in electroweak showers.

See e.g., de Jong, Metcal, Mulligan, 
Ploskon, Ringer, and, Yao, 
Phys.Rev.D 104 (2021) 5, 051501.
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notoriously di�cult sign problem in classical lattice QCD
calculations of real time observables [14, 85–87] (the same
problem can also appear in open QCD systems).

In this letter, we outline a formulation of the evolu-
tion of hard probes in the QGP as a Lindblad equation
and explore how simulations on Noisy Intermediate Scale
Quantum (NISQ [13]) devices can be used to advance the-
oretical studies of hard probes in the QGP. Using a quan-
tum algorithm for simulating the Lindblad equation, we
study a toy model on IBM Q simulators and quantum de-
vices, and implement error mitigation for measurement
and two-qubit gate noise. We demonstrate that quan-
tum algorithms simulating simple Lindblad evolution are
tractable on current and near-term devices, in terms of
available number of qubits, gate depth, and error rates.

Open quantum system formulation of hard probes in

heavy-ion collisions. The Hamiltonian of the full system
consisting of the hard probe (subsystem) and the QGP
(environment) can be written as

H = HS + HE + HI (1)

HS = HS0 + HS1 . (2)

Here HS , HE and HI are the Hamiltonians of the subsys-
tem, the environment and their interaction, respectively.
A schematic diagram of the setup is shown in Fig. 1. We
further split HS into the free HS0 and the interacting part
of the subsystem HS1. In quantum field theories, Hamil-
tonians are functionals of fields, which require discretiza-
tion in position space [16]. Here, instead of simulating the
dynamics of fields, we focus on simulating the dynamics
of particle states, which is valid for hard probes. If we use
multi-particle states |p1, A1i ⌦ · · · ⌦ |pn, Ani as the basis
where pi is the four-momentum, Ai represents all dis-
crete quantum numbers, and i = 1, 2, . . . , n, then both
HS0 and HS1 are matrices and HS0 is diagonal. Note
that HS1 is di↵erent from HI : The former is the interac-
tion within the subsystem itself and independent of the
environment, while the latter represents the interaction
between the subsystem and the environment. For exam-
ple, for jets in HICs, HS1 can be collinear radiation of
collinear particles while HI can describe the Glauber ex-
change between collinear particles (subsystem) and soft
fields from the QGP environment [81].

The total density matrix of the subsystem and the en-
vironment evolves under the von Neumann equation. In
the interaction picture, this is given by

d

dt
⇢(int)(t) = �i[H(int)

I
(t), ⇢(int)(t)] . (3)

The operators are defined by

⇢(int)(t) ⌘ ei(HS0+HE)t⇢(t)e�i(HS0+HE)t (4)

H(int)
S1 (t) ⌘ eiHS0tHS1e

�iHS0t (5)

H(int)
I

(t) ⌘ ei(HS0+HE)tHIe
�i(HS0+HE)t . (6)
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FIG. 1. A schematic illustration of a multi-level open quan-
tum system S interacting with a thermal environment E.
The levels in S can represent for example: (1) heavy quark-
antiquark (QQ̄) bound states |p, Aii with center-of-mass mo-
mentum p and quantum numbers Ai, and (2) unbound QQ̄
pairs |p1,p2i with momenta p1,p2. For jets the levels of
S can represent multi-parton states labeled by momenta
|p1, · · · , pni.

The interaction picture used here is special: it is the
standard interaction picture for the subsystem but it is
the Heisenberg picture for the environment. We will drop
the superscript (int) from now on for simplicity but the
reader should be reminded that we use the interaction
picture throughout. We assume that the initial density
matrix factorizes and the environment density matrix is
a thermal state1

⇢(0) = ⇢S(0) ⌦ ⇢E (7)

⇢E =
e��HE

Tr(e��HE )
, (8)

where � = 1/T is the inverse of the QGP temperature.
After the environment is traced out, the reduced evo-

lution of the subsystem density matrix is generally time-
irreversible and non-unitary. If the coupling between the
subsystem and the environment is weak, the reduced evo-
lution equation can be cast as a Markovian Lindblad
equation [38–40]:

d

dt
⇢S(t) = � i

⇥
HS1(t) + HL, ⇢S(t)

⇤

+
mX

j=1

⇣
Lj⇢S(t)L†

j
� 1

2

�
L†
j
Lj , ⇢S(t)

 ⌘
, (9)

where HL denotes a thermal correction to HS generated
by loop e↵ects of HI , and the Lj are called Lindblad op-
erators, whose explicit expressions will be given for a toy

1 The backreaction of the QGP medium to jet energy loss [88–97],
which may further modify jet observables is beyond the scope of
our considerations here. For a recent review, see Ref. [98].



 Yang- Mills and QCD Beyond 1+1 Dim
— Dynamical Gauge Fields —

Consider the Kogut-Susskind basis = electric basis ….

Electric Field Casimir operator Magnetic Field operator 
Off-diagonal on electric basis

T a1…ap
b1…bq T c1…cp

d1…dq

SU(N) Gauge invariant  
Hilbert space Truncate in Casimir  

= dimensionality of irrep

Continuum limit 



Resource Estimates for “Modest” Truncation of SU(3)

Integrating over each vertex gauge space: 
• 2 qubits per link 
• 8 qubits for 1 plaquette 
• 12 qubits for 2 plaquettes with PBC  
• 24 qubits for 1 x 1 x 1 cube 

e.g., Truncation in color space

NOT integrating over gauge space (pure Byrnes+Yamamoto): 
• 18 qubits per link 
• 72 qubits for 1 plaquette 
• 108 qubits for 2 plaquettes with PBC  
• 156 qubits for 1 x 1 x 1 cube 



SU(N) : Results in Low Dimensions  

IBM

D-Wave

SU(2), pure Yang-Mills, 2-D 
Dynamical gauge fields

SU(N), Yang-Mills and fermions, 1-D 
Non-dynamical gauge fields

SU(3), pure Yang-Mills, 2-D 
Dynamical gauge fields

D-Wave
IBM

IBM

See e.g., Ciavarella, Klco, and Savage, 
Phys. Rev. D 103, 094501 (2021), Atas et 
al, arXiv:2207.03473 [quant-ph]. Farrel 
MJS et al, arXiv:2207.01731 [quant-ph].

See e.g., Atas et al, 
Nature Communications 
12, 6499 (2021).

See e.g., Klco, Savage, and Stryker, 
Phys. Rev. D 101, 074512 (2020).



First Steps Toward Scattering in Spin Systems 
— Numerical Simulations —

Scattering of mesons in quantum simulators 3

Figure 1. Sketch of a scattering event: The collision of two incoming mesons with
internal quantum numbers `1, `2 generates a superposition of several possible outcomes,
labelled by the quantum numbers of outgoing mesons.

numerical simulations. Finally, in Sec. 4, we propose concrete protocols to prepare,
simulate and observe meson scattering with present-day quantum simulators (e.g.,
Rydberg-atom arrays). The appendices contain various additional details on the
discussion and computations in the main text. In Appendix A we report additional
details on gauge invariance and confinement in the model under consideration in the
main text. In Appendix B we prove the exact mapping of its dynamics in the gauge-
neutral sector onto those of the quantum Ising chain in a tilted magnetic field. In
Appendix C and Appendix D we provide more details on the exact solution of the two-
and four-fermion problem, i.e., on the spectra of mesons and their scattering amplitudes,
in the limit of large fermion mass. In Appendix E we derive the analytic expression of the
meson current, we discuss its physical meaning and we prove the associated continuity
equation. Finally, in Appendix F we summarize and discuss the effects of having a finite
fermion mass.

2. Confinement and mesons

Particle confinement is a non-perturbative phenomenon arising in certain gauge theories,
which consists in the absence of charged asymptotic states: all stable excitations of the
theory above the ground state are neutral bound states of fermionic charges [24]. In
the context of QCD, confinement underlies the fact that quarks can only be observed in
composite structures such as mesons and baryons. Despite the fundamental difference
between particle confinement in QCD in (3 + 1) dimensions and in lower-dimensional
models [19, 20], the emergent composite particles share some basic properties, making
the latter convenient settings to gain insights into difficult aspects of the theory. In this
work we will be concerned with (1 + 1)-dimensional LGTs of this kind.

For the sake of definiteness, we will focus on the Z2-LGT defined by the following
Hamiltonian [25, 26]:

H = m

X

j

c
†
jcj +

⌧

2

X

j

�
z
j+1/2 + w

X

j

(c†j � cj) �
x
j+1/2 (cj+1 + c

†
j+1). (1)

Scattering of mesons in quantum simulators 7

Figure 2. Probabilities of the various scattering channels (1, 3) ! (`01, `
0
2) as a function

of the incoming momenta, for w/⌧ = 0.6. The blue lines delimit the regions where
the inelastic channels (2, 2), (1, 2), (2, 1) are open. The probabilities of the channels
plotted in the five panels sum up to one with good precision [small deviations from
this value are shown in Fig. E1-(b)].

Figure 3. Mesonic wavepackets collision. (a) Spectra E`(k) of the lightest mesons
for the Z2-LGT in Eq. (1) with ⌧ = 1, w = 0.6 and m � ⌧ . The crosses indicate the
momenta and energies of the two mesons in the incoming (red) and outgoing (purple,
blue, green) states. (b-e) Probability density of the meson momenta p(k1, k2) (b,c) and
of the relative momentum p(k1 � k2) (d,e) at time t = 0 (b,d) and t = tf = 50 (c,e).
The dashed contours in panel (c) mark the regions p > 0.25.

the Fourier transform of  (s1, s2, r1, r2; t) with respect to the center-of-mass positions
s1,2. While the initial state shows a single density peak at (k0

1, k
0
2), the final state

gives three different density peaks, all lying on the line k1 + k2 = k
0
1 + k

0
2 mod ⇡,

Ashley Milsted, Liu, John Preskill, and Vidal, PRX Quantum 3 (2022) 2, 020316. 

Surace, Lerose, New J. Phys. 23 (2021) 062001.



Emerging Understanding of Thermalization in Simple Gauge Theories
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FIG. 5. (a) Distribution P(sn) of level spacings (of the unfolded ES), for the quench from ✏ = 0.1 ! 1 (gray and black curves)
versus ✏ ! 1 (confined phase) as initial condition (orange curve). (b) Gap ratio distribution P(rn). (c) Average gap ratio hrni
as a function of time. Inset: Growth of von Neumann entropy for the quench ✏ = 1 ! 1. (Shown for (NA

x +N
B
x ) ⇥ (3 + 5) ⇥ 3

lattice sites.)

FIG. 6. Left: Un-rescaled Schmidt spectrum P (n, t) =
exp{�⇠n} for the quench ✏ = 1 ! 1 at di↵erent times.
Right: Rescaled Spectrum. The approach to thermaliza-
tion is characterized by a self-similar universal form P (n, t) =
⌧
�↵

P (⌧�
n), ⌧ ⌘ ✏(t � t0) for times 2 / ✏ · t / 60 � 100. A

black dotted line indicates power law behavior (⌧�
n)�2. The

spectrum outside the scaling window is shaded out. (Shown
for (NA

x + N
B
x ) ⇥ (3 + 5) ⇥ 3 lattice sites.)

ize ground states, quantum phase transitions and ther-
malization, using dual theories of Z2+1

2
embedded into a

larger gauge-variant HS only along entanglement bound-
aries [28–31, 33, 34]. Our fairly simple approach, see Sup-
plemental Material for details, can be generalized to Zn

and U(1) LGTs; non-Abelian theories [81–85] are more
challenging. Ising-like dualities [81, 86, 87], prepotential-
[88–91] and ‘Loop-String-Hadron’ [92] formulations are
promising approaches, and will be explored in future
work.

We demonstrated Li and Haldane’s entanglement-
boundary conjecture [18] for Z2+1

2
gauge theory, both

analytically (in perturbation theory) and numerically us-
ing exact diagonalization. Moreover, we reconstructed
the Entanglement Hamiltonians of ground states, find-
ing consistency with expectations from the Bisognano-

Wichmann theorem [38–40] at arbitrary coupling. Using
the closing of the Entanglement Gap of the ES, we de-
termine the confinement/deconfinement phase transition
at ✏c = 0.38 ± 0.09. We find agreement within error bars
with the infinite volume results, demonstrating the po-
tential usefulness of Entanglement Structure, compared
to computing volume versus boundary law scaling of Wil-
son loop operators.

Our most important result is that Z2+1

2
thermalization

occurs in clearly separated stages: Starting from an ini-
tial (unentangled) product state, the system maximizes
its Schmidt rank quickly, followed by rapid spreading of
level repulsion throughout the ES at early times. An in-
termediate regime is characterized by self-similar scaling
of the Schmidt spectrum, reminiscent of wave turbulence
and universality in (semi-)classical systems, with scaling
coe�cients ↵ = 0.8 ± 0.2, � = 0.0 ± 0.1.

This observation strongly hints at a reconciliation of
the (naively di↵erent) quantum versus classical thermal-
ization paradigms, i.e. in terms of matrix elements of
observables [15, 16] versus ergodicity, chaos and univer-
sality [48]. Because time evolution in quantum mechan-
ics is linear, quantum chaos is hidden in the complexities
of energy eigenfunctions [16], however, (and perhaps not
so surprisingly [77]) it becomes evident in the Entan-
glement Spectrum. Our analysis provides a systematic
path for the quantification and classification of this be-
havior, which is likely generic for gauge and non-gauge
systems and in line with the ETH. Our numerical inves-
tigations are not exhaustive, and could be extended to,
e.g., studying the build-up of volume law entanglement,
spectral form factors [42, 79], or higher order level spac-
ing ratios [93] of the ES. It would also be interesting to
apply our techniques to systems with many-body local-
ization [94].

Apart from the importance of (2+1)d LGTs for, e.g.,
topological quantum computation [95, 96], and con-
densed matter physics [97, 98], the Entanglement struc-
ture of Abelian and non-Abelian gauge theories, such as
QCD, may be crucial for thermalization in high energy
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Figure 4. E↵ective loss of initial-state information. (A) State preparation. Evolution of the matter density from the
“fully matter-filled” state (hn̂matteri = 1, blue box left) to almost “matter-empty” state (hn̂matteri ⇡ 0.21, yellow box right) for
the adiabatic ramp with preparation time ⌧ and corresponding mass parameter mPre/ as shown in the inset. (B) Schematic
of the evolution towards thermal equilibrium. For each of two sets of quench parameters (m = 0 and m = �0.8) we choose
two initial states with equal energy density. The resulting steady states in the wake of the quenches starting in these two
initial states are then compared to a canonical thermal ensemble whose temperature is determined from the energy density [22].
Here, all energy densities are plotted with respect to the ground state of the evolution Hamiltonian. (C, D) Relaxation. We
show the thermalization dynamics for the chosen quench parameters and initial states (shown in (B)). Experimental data are
compared to predictions from corresponding gauge theory thermal ensembles (dashed lines) at temperatures kBT = 1 (top)
and kBT = 4.6 (bottom). The insets show the energy density evolution during state preparation, the circles mark the chosen
initial states.

dations for the exploration of more complex higher-
dimensional gauge theories using state-of-the-art quan-
tum technology [38]. An important next step towards
applications for gauge theories such as quantum electro-
dynamics, or maybe even quantum chromodynamics, is
a faithful extension of the discrete quantum-link repre-
sentation towards continuous variables [9, 39, 40]. To
this end, current implementation schemes should be ex-
tended to higher spin representations and scalable higher-
dimensional set-ups [41].

⇤ Z.-Y.Z. and G.-X.S. contributed equally to this work.
† Current Address: Department of Physics, Southern Uni-
versity of Science and Technology, Shenzhen 518055,
China
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Quantum thermalization of gauge theories:
chaos, turbulence and universality Niklas Mueller

Maximization of 
Schmidt rank

spreading of entanglement

and level repulsion

self-similar  
evolution

saturation of 
thermal entropy

� � t
0.1 1 50 200

Figure 1: Overview of the stages of quantum thermalization of Z
2+1
2 , including (exponential) growth of

Schmidt values and build-up of level repulsion at earliest time, and saturation of the von-Neumann entropy
at a parametrically later stage. An intermediate regime is characterized by self-similar evolution, typical for
(classical) wave turbulence.

1. Introduction

Recent advances in simulating quantum many-body systems with digital quantum computers
and analog devices, based on atomic, molecular and optical (AMO) systems, have opened new
avenues to address old problems [2–9]. One such question is the thermalization of gauge theories,
relevant e.g. for Quantum Chromodynamics (QCD) in ultra-relativistic heavy ion collisions [10],
and in many other fields ranging from atomic gases [11], to condensed matter physics [12], and
cosmology [13].

Much understanding has been derived from the Eigenstate Thermalization Hypothesis [14, 15]
and it has become clear that entanglement is an important ingredient in thermalization, yet the
latter is barely explored for gauge theories because of its ambiguous definition [17–20]. In this
work, we overcome this issue for Z2 LGT in (2+1) spacetime dimensions (Z2+1

2 ), by developing
dual formulations ‘with entanglement cuts’, allowing us to compute the Entanglement Structure of
non-equilibrium states. Focusing on quench dynamics of an initial unentangled state, we investi-
gate the ‘Entanglement Spectrum’ (ES), a representation of a state in terms of an ‘Entanglement
Hamiltonian’ (EH), analogous to energy levels, first suggested by Li and Haldane as an indicator of
topological order in non-Abelian fractional Quantum Hall e�ect systems [21].

We find that thermalization proceeds in clearly separated stages, c.f. Fig. 1: Exponentially-fast
growth of Schmidt values and maximization of the rank of the reduced density matrix at earliest
times, followed by spreading of ES level repulsion, and saturation of entanglement entropy at
parametrically later times. An intermediate regime is characterized by self-similar evolution of the
Schmidt spectrum, with scaling coe�cients U = 0.8 ± 0.1 and V = 0.05 ± 0.03, reminiscent of
classical wave turbulence and universality.

2. Hamiltonian Formulation of Z
2+1
2 Lattice Gauge Theory

The Hamiltonian of Z
2+1
2 LGT is [1, 22]

� = �
’

n

fI

n,G
fI

n+Ĝ,Hf
I

n+Ĥ,Gf
I

n,H
� n

’
n,8=G,H

fG

n,8
, (1)

where fG/I
n,8

are Pauli operators positioned along the links of a two-dimensional spatial lattice
n ⌘ (=G , =H) with =8 2 [0, #8 � 1]. Gauss law ⌧n ⌘ Œ

8
fG

n
fG

n�8̂ specifies the physical sector
⌧n |kphysi = |kphysi. Z

2+1
2 LGT was first proposed by Wegner [22] as a model containing a phase

transition without a local order parameter, a deconfinement (n < n2) versus confinement (n > n2)

2

Numerical study of Z2 
lattice gauge theory 

in 2+1 D

Quantum Link Model in a 
70-site analog simulator

Mueller, Zache, Ott, Phys. Rev. 
Lett. 129, 011601 (2022).

Zhou et al, 
Science 377 (2022) 6603.



Neutrino Flavor Dynamics
Supernova and Early Universe

IBM D-Wave 

See e.g., Amitrano, Roggero, Luchi, Francesco 
Turro, Vespucci, Pederiva, arXiv:2207.03189 [quant-ph].

Cervia, Patwardhan, 
Balantekin, Coppersmith, 
Johnson, Phys. Rev. D 
100, 083001 (2019)



Implementation, benchmark, 
and co-design

Can we co-design dedicated systems for 
gauge-theory simulations?

Can digital and analog ideas be combined to 
facilitate simulations of field theories?

What is the capability limit of the 
hardware for gauge-theory 
simulations so far?

What is the nature of noise in hardware and 
how can it best be mitigated?

Can we simulate higher-
dimensional gauge theories?

Can non-Abelian gauge theories be 
realized in an analog simulator?



No gates

e�iHt

Analog

Digital
H = H1 +H2 + · · ·

t = NT � t

e�iH1�t

e�iH2�t

H = H1 +H2 + · · ·

t = NT � t

e�iH1�t

e�iH2�t

Analog-Digital

See e.g., ZD, 
Linke, Pagano, 
Phys. Rev. 
Research 3, 
043072 (2021).



Co-Design for Standard Model Physics
An example: Multi-dim local Hilbert spaces and multi-mode interactions

Andrade, ZD, Grass, Hafezi, Pagano, Seif, 
arXiv:2108.01022 [quant-ph], Bermudez et al, Pays.Rev.A79, 060303 
R (2009), Katz, Centina, Monroe, arXiv:2202.04230 [quant-ph].

González-Cuadra, Zache, Carrasco, Kraus, Zoller, 
arXiv:2203.15541 [quant-ph].

Hardware e�cient quantum simulation of non-abelian gauge theories

with qudits on Rydberg platforms

Daniel González-Cuadra,1, 2, ⇤ Torsten V. Zache,1, 2, ⇤ Jose Carrasco,1 Barbara Kraus,1 and Peter Zoller1, 2

1Institute for Theoretical Physics, University of Innsbruck, 6020 Innsbruck, Austria
2Institute for Quantum Optics and Quantum Information of the Austrian Academy of Sciences, 6020 Innsbruck, Austria

Non-abelian gauge theories underlie our understanding of fundamental forces in nature, and de-
veloping tailored quantum hardware and algorithms to simulate them is an outstanding challenge
in the rapidly evolving field of quantum simulation. Here we take an approach where gauge fields,
discretized in spacetime, are represented by qudits and are time-evolved in Trotter steps with multi-
qudit quantum gates. This maps naturally and hardware-e�ciently to an architecture based on
Rydberg tweezer arrays, where long-lived internal atomic states represent qudits, and the required
quantum gates are performed as error-tolerant holonomic operations supported by a Rydberg block-
ade mechanism. We illustrate our proposal for a minimal digitization of SU(2) gauge fields.

Introduction.– Quantum field theories form the back-
bone of the Standard Model of particle physics, where
quantized gauge fields mediate the interactions be-
tween fundamental particles [1]. Lattice gauge theories
(LGTs), where fields are discretized on a space-time lat-
tice [2], provide a convenient framework to study non-
perturbative high-energy phenomena, and have been ex-
tensively used to extract numerous experimentally rele-
vant predictions [3]. Despite this success, standard ap-
proaches based on Monte Carlo methods are severely lim-
ited by the sign problem [4], preventing the study of real-
time gauge theory dynamics, among other drawbacks.
The latter are essential to analyze experimental results
in heavy-ion colliders, where open problems in particle
physics are currently being addressed [5, 6], including
the search of new physics beyond the Standard Model.

In the recent years, quantum simulators (QS) [7] have
emerged as a promising pathway to circumvent these
problems [8–13], leading to several experimental demon-
strations where simple LGTs were investigated using dig-
ital, analog and variational methods [14–20]. For dig-
ital QS [21], in particular, di↵erent schemes have been
proposed to address high-dimensional non-abelian gauge
theories using di↵erent platforms, including trapped
ions [22–24], ultracold atoms [25–29], superconducting
circuits [30–32] and cavities [33]. Despite their higher
flexibility to simulate complex many-body Hamiltonians
compared to the analog approach, crucial in particular
for non-abelian theories, a full digital quantum simu-
lation requires access to gate-based quantum comput-
ers, which are currently restricted to Noisy Intermedi-
ate Scale Quantum (NISQ) devices [34], limited in qubit
number and circuit depths. Although an impressive ef-
fort is currently taking place to reduce the computa-
tional complexity using improved quantum software [35–
49], simulating relevant LGTs in the NISQ era must be

⇤ These authors contributed equally.

daniel.gonzalez-cuadra@uibk.ac.at
torsten.zache@uibk.ac.at

complemented by the development of e�cient quantum
hardware tailored to the specific algorithmic demands.

FIG. 1. Gauge field dynamics on a qudit quantum sim-
ulator: (a) Our proposal employs Rydberg atoms trapped in
optical tweezers, arranged on the links ` of a hypercubic lat-
tice. Each atom encodes a qudit using d internal levels, where
single-qudit gates are realized holonomically. To implement
the entangling two-qudit gate⇥`|`0 , tweezers are rearranged to
bring pairs of atoms within the Rydberg blockade radius Rb.
(b) First order decomposition of a Trotter step, including the
four-qudit plaquette interaction, into the native atomic gates
U

(E/B)
` and ⇥`|`0 (see main text). (c) Trotterized quench dy-

namics of a non-abelian Q8 LGT on a single plaquette for
�E/�B = 2.88.

In this Letter, we introduce a qudit architecture based
on atoms trapped in optical tweezer arrays and laser ex-
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Platforms Explored

• Atomic systems (trapped ions, 
cold atoms, Rydbergs)

• Condensed matter systems 
(superconducting circuits, 
dopants in semiconductors 
such as in Silicon, NV centers 
in diamond)

• Laser-cooled polar molecules
• Optical systems (cavity 

quantum electrodynamics)

Need to study which 
system(s) suit HEP 
problems best.



Quantum Simulation is essential for addressing key 
questions in High-Energy Physics 

- Key Applications to pursue during the next decade 

-Multiple paths to explore. The optimal simulation 
strategy and simulator architecture not known. 
They will likely be determined in a co-design 
process involving HEP and QIS researchers.

Summary

* Examples in this talk were just to showcase the progress. Not comprehensive by any means. Please check out references 
in Snowmass (HEP) Whitepaper : Quantum Simulation for High Energy Physics Bauer, ZD, MJS et al, arXiv:2204.03381 [quant-ph].
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