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DAQ uptime
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* Average DAQ uptime 95%

e POT delivered: 3.29e19
POT on tape: 3.18e19
Fraction recorded: 97%



Computing Summary
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Overall CPU Efficiency

64%
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Average Time Spent Waiting in Queue (Production)

2.340 hour

Queued Production Jobs by Wait Time
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Trigger inefficiency

Dead time ~30ms after trigger may result in a trigger

inefficiency Triggers and beam spills Wed Dec 04 2019 14:50:00 GMT-0600 (Central
Standard Time) - Thu Dec 05 2019 02:40:00 GMT-0600 (Central Standard

When NuMI and BNB events get closer than 30ms we Time)
record only the one that came first 16 —— BNB triggers

15 —~/ —— NuMI triggers

14 EXT
Not significant in past runs, but seen some inefficiency with o — Sparef
NuMI during special runs (low intensity, target scans, ...) g n o

'% 9 e BNB spills

More pronounced during this run (overall couple % with ?:g,;, ¢ * NuMispills
NuMI, but also seen losses with BNB) g:; 6

5 esea0e0c00c0cccccnceetens o-0-0-0-0-0 o000 oo oo
Many thanks to Cindy Joe, John Kuharik and MCR on g
identifying issues with timeline and making adjustments SRR W S U ST A N
when possible (rearranging events by hand) 0 = \ i =

4:00 PM :00 PM 8:00 PM 10:00 PM 12:00 AM 2:00 AM
Talking to ICARUS and SBND to understand impact
Note that besides deadtime, events getting closer than few Few percent
ms would present a problem for LAr TPCs due to O(few ms :
P P (few ms) loss with BNB

readout window



Argon sample

Roberto Santorelli (CIEMAT in
Madrid) has offered to help us
analyze Argon sample
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Physics nhews

e New paper: “Search for heavy 10-°
neutral leptons decaying into
muon-pion pairs in the
MicroBooNE detector” on arxiv:
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