
Lindsey Gray 
Exa.TrkX All Hands Meeting
7 April 2020

Accelerating GNNs (at Scale)

with material from: 
Javier Duarte, Nhan Tran, Kevin Pedro, Burt Holzman, 
Thomas Klijnsma, Mark Neubauer, Markus Atkinson, 
Yutaro Iiyama, Jan Kieseler, Matthias Fey, HLS4ML



07 April 2020 Lindsey Gray | Exa.TrkX All Hands Meeting2

Why do we need GNN acceleration at scale?
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Motivation
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• Traditional algorithms scale combinatorially
• Explodes going from 32 to 200 PU interactions 

• A neural network could reconstruct in constant time
• One event in HGCAL is a large set of hits (x, y, z, E, t) (i.e. feature 

space is 5D)  
• Dimensionality + geometry not well suited for the CNNs in industry 

(rectangular, non-sparse, 3 colors)  
• Way out: Graph Neural Networks (GNNs) 

• Showers and tracks are pretty naturally represented by a graph

LHC

HL-LHC

Amount of 
data

Pile-up

• We will need ML based reconstruction to approach the high-dimension and 
finely sampled data from HL-LHC

• Most of our detectors in HL-LHC will be > 3D in readout, intrinsically difficult 
for (most) humans to design traditional algorithms for them

• Even with execution speed improvements from using ML, need to handle 
1000s of events per second coming from triggers
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GNNs - A summary of today’s models and uses
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PointNet++ network

• One graph network that may be effective when applied to this problem is called 
PointNet++ (arxiv:1706.02413). 

• This network is specifically designed to operate on point clouds. 

• Utilises set abstraction to aggregate local features, similar to a U-net for CNNs.
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Proof of concept: tau decays
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• Example event display: 
Clear particle-like clusters are constructed 

• Clusters are separated by EM ●, Hadronic 
̖, MIP ✚, and noise (not plotted)  

• Work in progress: 
• Pileup 
• Need better 'truth' definition (data prep)  
• Integration into CMSSW (longterm solution 

probably PyTorch in CMSSW)  
• Hardware acceleration 

• Many problems in common with the PF 
effort
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Point-Voxel CNN
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Low resolution, coarse 
neighbourhood information

High resolution, fine point features

• Use fine-grained point information in a small dense layer, 
and coarse-grained voxelization in convolutional layers  

• Mitigate effects from poor memory locality (pure point 
cloud) and huge memory consumption (pure voxelization) 

• In principle a point-cloud network, not graph based  
• Working with the authors to get to an edge-classification 

network
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Regression
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ID, energy, 4-
mom, ...

• In the end, want to get 
back meaningful 
properties of cluster
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# nodes reduction

• 'Dynamic Reduction Network' capable of taking an unordered 
set and reduce to a vector of physically relevant quantities

• Because of EdgeConv, learns how to use organization and 
weighting of input data to regress to physics 

• Gets 99.55% test accuracy on MNIST (#19-21 on leaderboard) 
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• Message Passing

• Attention Message Passing

• Attention Message Passing 
with Recursion

GNN Edge prediction architecture

• Attention Message Passing
with Residuals

+ +
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Ignoring Fragmented Tracks

• We throw away all tracks that:
• Only hit one or two different layers in the barrel
• Have more than three hits elsewhere in the detector

E.g. Although most of this track 
is outside the barrel, we keep 
the track to challenge the GNN

𝑧𝑦

𝑥 𝑥
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Spacepoint deghosting

• Definition of ground truth: 

• Require that all associated 2D hits derive the 
majority of their energy from the same true 
particle. 

• For “true” spacepoints, this also 
provides a true particle association. 

• Calculate the point of closest approach 
between the reconstructed spacepoint and 
the true particle trajectory. 

• Sort spacepoints in ascending distance 
order, and mark spacepoints as true 
provided hits are not reused.
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• Took a different approach to developing graph networks: deghosting 3D 
spacepoints. 

• Take a high-efficiency but low-purity spacepoint reconstruction, and improve the 
purity by rejecting “false” spacepoints. 

•

• A variety of networks available closing in on the solution  

• We should start now on understanding how to evaluate inference using these 
models for the data volume we expect, this is no small task
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Current State of GNN Acceleration (that I know about…)

“by hand” loading on to GPUs

Y. Iiyama / J. Duarte

• GPU acceleration available (but the GPU needs to be on the machine)

• HEP.TrkX original network written for ~4 tracks on FPGA
• GarNet implementation recently achieved
• Initiation interval issues (time until available again), latency manageable
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Inference as a Service

• Lets you scale inference resources independently to match experiment need
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NVIDIA Triton Inference Server

|(FPGA) (Javier/Burt et al.)

• Off-the-shelf mostly battle-hardened platform for receiving and dispatching 
requests for inference using containers
• Database of models allows on-demand requests for inference with no 

requirement for loading the model on the calling device
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Requirements for using TRITON

• Model must be torch script ‘jittable’ or ONNX compatible
- pytorch’s own JIT compiler specialized for for their models
- callable from C++

• Any external library has to be packaged with the image in a very particular way

• Any external library has to already be jit-scriptable or ONNX compatible
- Makes it prohibitively difficult to use your favorite python module
- Until very recently the pytorch geometric dependencies weren’t integrated this way
- The pytorch geometric base classes are inherently not nit-compatible
- This means that right now you have to rewrite models once you figure them out (boooo)

• Working with Matthias Fey to yield jittable synthesis of models implemented in 
pytorch geometric
- i.e. you go “.jittable()” on your model and it writes it for you

• Still, this is very clearly the best supported method for scaling inference as a service
- and is extensible to doing inference on FPGAs as well
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Directions for FPGA Acceleration
Real time (L1) applications Coprocessor Applications

• Two major directions for optimization: real time & coprocessor
- rather different optimization requirements
• Co-processors have less strict latency and space requirements, typically
• Figuring out real-time implementations helps us bring better algorithms to L1
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Factoring problems in scaling GNNs on FPGAs (my take)

Graph Algorithms Fully Connected Network Evals

k-Nearest-Neighbours

graph clustering

message passing

• Instead of implementing a fully-integrated GNN, why not try using what’s already 
there

• Graph algorithms are the real missing piece, fully connected networks well studied
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The big problem(s?)

• All of these graph algorithms operate on variable inputs
- Any solution we’re going to implement in FPGAs will need to operate on fixed numbers of 

points to make them compile-time static
- So for really large graphs we are stuck processing them iteratively
- This is prohibitive for real-time applications

• GarNet (from Yutaro et al.) does get around some of these issues by effectively 
embedding the graph algorithms in a neural network
- Maybe there’s some mileage there to go?
- It’s sort of like a learned k-means

• There is significant possibility for busting up the problem into sectors, etc.
- This is how people are typically approaching the problem, and it makes sense
- However, you pay for sectors in post processing algorithms and space on FPGA

• There is some work already in HLS4ML towards distributing networks over 
multiple FPGAS (Javier, Yutaro, Mark, Markus, et al.)
- We have to distribute the network and the graph, it’s a bit of a harder problem
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My tack on this

Start with co-processors Then scale coprocessors on trigger HW

• Seems prudent to focus on developing co-processors first to understand the 
graph algorithms and how best to integrate them with existing DNN inference
• What topologies of data exchange work the best?
• Then learn how to implement co-processor style setups on trigger hardware
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and then… engineer realtime algorithms

use knowledge from scaling graphs to implement real time algorithms

• Use knowledge gained on coprocessors to yield a real-time implementation

• Likely that this occurs in tandem with co-processor development
- people already working on both anyway!
- I thought it may be useful to factor the approach a bit and focus thinking
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Conclusions and Outlook

• ML is going to be a cornerstone of next generation experiments
- Allows us to scale reconstruction and analysis algorithms to new levels of complexity

• There are technologies today that let us scale our inference capacity
- Instead of asking if we can fit a GPU on each compute node, we can just scale to the right number 

of GPUs

• FPGAs offer improved power density and speed but are a bit at odds with the rather 
flexible nature of GNNs
- It will take time to understand how to scale the algorithms

• A factored approach may help us in understanding the right way to apply GNNs on 
FPGAs, yielding the best computing performance.

• Bringing GNNs to micro-second level evaluation times will expose powerful techniques 
to HL-LHC triggering and analysis strategies
- The physics case for this stuff is pretty easy to write down
- The work needed to accelerate GNNs is at the intersection of software, hardware, and infrastructure
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