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All accelerators in the world rely on modeling
and increasingly on high-performance computing 
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Next generation of accelerators needs 
next generation of HPC modeling tools!

2



3

Outline
• EVA – End-to-End Virtual Accelerator

• Required infrastructure
• Need for best practice and community development

• How can it fail?

• Connection to grand challenges

• Who is working on this Now? Collaborations?

• 5+ year development roadmap
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Online framework for 
integrated, 

collaborative research  
and education.

Like flight simulator:
EVA to allow
to model operation

of the accelerator
in “real time”.

EVA – End-to-end Virtual Accelerator
Predict behavior of beams in accelerators “as designed/built”

Fast – runs in seconds to minutes
Real-time

Hi-Fi – full & accurate physics virtual prototyping 

Link – integrated ecosystem
of entire accelerators

Synergies
Fast

Hi-Fi

Link

ASCR

HEP + BES + NP + FES
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Standardization to 
couple codes & 

uniformize data for 
machine learning.

Can leverage large 
investments from 

ASCR.

Support from the DOE SBIR program:
HEP + BES + NP + ASCR

Vision



Infrastructure required to support “Virtual Accelerators”
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• The proposed R&D will enable
o Code interoperability

• Rapid benchmarking between many different codes
• Code coupling (e.g. IMPACT / ELEGANT / MAD-X / MARS)
• Modular physics – rapid interchange from low-dimensionality / reduced models to full physics

o Computational reproducibility
• Archive key simulations (design process)  for use years later (e.g. commissioning)
• Instantaneous collaboration (distributed teams;  sharing dynamic results with leadership)

o Accessibility (cloud computing, documentation, graphical user interfaces)
• Scientific leaders and experimentalists need direct access to the simulations
• User Facility approach to computing (assist outsiders with state-of-the-art codes)
• Integration of codes with facilities, including direct interaction with the control system

• Present state of the art:
o complicated command-line workflows;  each lab or group has its own code(s)
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Support of best practices and community development are essential

o
Application

o Increase codes reliability: encourage validation, verification, 
version control, open source.
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=∇×B− J• Development• Support development - & encourage usage - of standardized 
libraries (e.g., Kokkos, RAJA, CABANA, AMReX) to minimize 
overhead of new code development & duplication.

v Operation

v Support for software engineers to develop, maintain & port codes to new architectures.

• Complexity of development on new platforms (e.g., GPUs) is increasing è needs specialists.
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§ Support common standards for output data & input scripts 
for interoperability & feed AI/ML engines.

q
doc./training/support

q Support for code documentation, training, user support.

Ø Support for large scale capacity (ensembles) & capability (big runs) computing on clouds 
and supercomputers.

Ø Hardware
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How can it fail?
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• Business as usual
o separate codes
o developed by physicists without inclusion of, software engineers, computer scientists and applied 

mathematicians
o no adoption of standards for input scripts and output data
o no transition to modern architectures and languages (the industry standards evolved)

• GPUs as well as new CPUs (PPC64le, ARM, RISC-V, …)
• Language support: C++ is the major language, Fortran compilers lag behind

o Irreproducible results:
• not fully open codes (not openly distributed, including source; not open to community contributions)
• cross-community view: e.g., Supercomputing meeting series strongly encourages papers with code source

o insufficiently documented codes

è Success will require us to work together 

• Lack of development of the required workforce
• Lack of funding
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All four Grand Challenges connect to computing
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1. Increase beam intensities by orders of magnitude.
è increase # of particles by orders of magnitude.

GC #

Need for fast, multiphysics codes on supercomputers/clouds.

GC #2. Increase beam phase-space density by orders of magnitude, towards 
quantum degeneracy limit.

è increase precision of simulations; add quantum effects. 

GC #3. Control the beam distribution down to the level of individual particles.
è simulate all the particles.

GC #4. Develop predictive “virtual particle accelerators”.
è simulate everything: all the particles, conductors, dark currents, many turns, ...
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Who is working on this now? Collaborations?
Many people/teams – need for community effort
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• Many accelerator and beam physics codes
o Mostly single developers; a few teams, some large.
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• Many accelerator and beam physics codes
o Mostly single developers; a few teams, some large.

Duplication?

Beam dynamics codes section from 
Accelerator Handbook  (A. Chao, 2013)



Who is working on this now? Collaborations?
Many people/teams – need for community effort
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• Many accelerator and beam physics codes
o Mostly single developers; a few teams, some large.

Definitely 
some 
duplication.

Plasma accelerator codes
From J.-L. Vay, R. Lehe, 

RAST 9 (2016)
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• Many accelerator and beam physics codes
o Mostly single developers; a few teams, some large.
o Some teams benefit(ted) from DOE ASCR Supercomputing projects:

• SciDAC 1-3: ComPASS (ACE3P, Impact, Osiris, QuickPIC, Synergia, Warp).
• SciDAC 4: ComPASS (Synergia, QuickPIC).
• Exascale Computing Project: WarpX.

Lots of time & efforts went into developing those codes. 
Should capitalize and redirect toward community framework(s).

è needs team work!
(examples next slides)

Who is working on this now? Collaborations?
Many people/teams – need for community effort
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*Many at a small fraction of their time on Sirepo.
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Sirepo team:* software engineers + physicists + machine learning + writer + product mgmt

Dan Abell David 
Bruhwiler

Johan 
Carlsson
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Cook

Chris Hall Ilya 
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• Software Engineering
o cloud computing
o browser-based GUIs

• Physics & Data Science
o machine learning
o particle accelerators
o plasma devices
o control systems
o COMSOL Multiphysics

• Product Development
o product management
o science writing

sirepo.com
https://github.com/radiasoft/sirepo



Who is working on this now? Collaborations?
Emergence of standards for inputs/outputs
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Different input 
formats

Input code A

Input code B

Input …

Different output 
formats

Output Code A

Output Code B

Output …

Code A

Code B

...

Simulation codeNo standards

Fun comparison: imagine the car makers not following 
standards and having to learn from 
scratch to drive any new car or rental…

Difficult for benchmarks, workflows, optimization or AI/ML engines, …



Particle-In-Cell
Modeling Interface

open Particle Mesh
Data standard

Code A

Code B

...

Simulation codeWith standards

Who is working on this now? Collaborations?
Emergence of standards for inputs/outputs
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Facilitate:
Ø Chaining of codes for multiphysics workflow.
Ø Cross-benchmarking, verification, comparison.
Ø Interfacing with ensemble optimization, AI/ML software.
Ø Integration into a framework.

New extension by David Sagan and Christopher Mayes

Consortium for Advanced Modeling 
of Particle Accelerators

DOE HEP Gard



Who is working on this now? Collaborations?
Solutions for ABP computing framework have emerged
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• Required characteristics of an ABP computing framework
o Open Source, with public development (e.g. GitHub, Bitbucket, Gitlab…)
o Supports many codes, with no requirements imposed on the code developers

• e.g. Sirepo supports:  Synergia, Opal, Warp*, MAD-X***, elegant, Zgoubi, SRW, Shadow, Radia**

• must also support reduced models, code coupling & code interchange
o Provides ease of use for students and other non-experts

• e.g. Sirepo is used regularly for USPAS, Korea PAS, graduate courses in X-ray optics.
o Supports relevant facilities and particle accelerator technologies

• e.g. hadron accelerator chain (PIP II), plasma-based (BELLA, FACET-II), light sources
o Reproducible computing

• Technology for archive/recovery of code & full dependencies;  can be rerun years later
• e.g. this capability is ready for beta testing in Sirepo

o Must enable use of all hardware platforms, without locking users in
• User-friendly solution for simulations on laptops, desktop, supercomputers and cloud
• Easy interchange between “expert mode” and user-friendly mode

*partial support   **in development   **future plans (funded) 
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2020 2021 2022 2023 2024 2025

5+ Year Development Roadmap (strawman)
20XX…

Adoption of community standards

Standardized description of simulation inputs (e.g., PICMI), 
outputs and analysis (e.g., OpenPMD)

Extended integration of community codes in framework 
(e.g., Sirepo)

• Rapid code benchmarking;  integration with control systems 
(virtual & live).

• Includes modernization of codes using portable 
programming solutions (e.g., Kokkos, Raja, AMReX).

Remote execution on commercial cloud providers 
(e.g. AWS, Google)

Remote execution on Exascale computing platforms

Support for mission-critical workflows on Frontier, Aurora, …

In-situ and in-transit visualization

• Leverage community analysis tools 
(e.g., Ascent, ADIOS, SENSEI)

• JupyterLab frontend enabling 
traditional Python workflow

End-to-end simulations on exascale computing platforms

Add physics to meet Grand Challenges 1-4.
22
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Thanks for your attention.

Comments? Questions?
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