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Wu-Ki Tung
1939-2009

¥ Professor of Physics at IIT, Michigan State University
and University of Washington; well known for his work on
hadronic physics

¥ A founder and long-term leader of the Coordinated
Theoretical-Experimental Project on QCD (CTEQ)
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The 1990 paper by Morfin
and Tung pioneered the
global QCD analysis of
parton distribution
functions (in parallel with
the effort by Martin,
Roberts, and Stirling in
Europe)
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Many common themes
of ongoing PDF studies
(interplay of constraints
from different
experiments, PDF
uncertainties, predictions
for “precision
observables”, ...) are
already present in the M-T
paper
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Parton distribution functions in 2009
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Parton distribution functions fa/p(x,Q)...
¥ ...are universal nonperturbative functions needed for many
perturbative QCD calculations

¥ ... are parametrized as

fi/p(x,Q0) = a0x
a1(1− x)a2F (a3, a4, ...) at Q0 ∼ 1 GeV

¥ ... are found from Dokshitzer-Gribov-Lipatov-Altarelli-Parisi

(DGLAP) equations at Q > Q0:

Q
dfi/p(x,Q)

dQ
=

∑

j=g,u,ū,d,d̄,....

∫ 1

x

dy

y
Pi/j

(
x

y
, αs(Q)

)
fj/p(y, Q),

with Pi/j known to order α3
s (NNLO):

Pi/j (x, αs) = αsP
(1)
i/j (x) + α2

sP
(2)
i/j (x) + α3

sP
(3)
i/j (x) + ...

¥ Free parameters ai and their uncertainties are determined

from a global fit to hadron scattering data
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Parton distributions for the Large Hadron Collider
PDF’s must be determined in a
wide (x,Q) range with accuracy
∼ 1% for purposes of...

¥ monitoring of the LHC
luminosity, calibration of
detectors

¥ tests of electroweak symmetry
breaking (EWSB)

¥ searches for Higgs bosons,
supersymmetry, etc

¥ discrimination between new
physics models

¥ precision tests of hadronic
structure
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Key Tevatron/LHC measurements require trustworthy PDFs

For example, leading syst. uncertainties in tests of electroweak
symmetry breaking are due to insufficiently known PDFs

EW precision fits
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Origin of differences between PDF sets

1. Corrections of wrong or outdated assumptions

lead to significant differences between new (≈post-2007) and
old (≈pre-2007) PDF sets

¥ inclusion of (N)NLO QCD, heavy-quark hard scattering
contributions

I CTEQ6.6 and MSTW’2008 PDFs implement complete
heavy-quark treatment; previous PDFs are obsolete without it

I “NNLO” contributions are not automatically equivalent to
better theory; to claim that, instabilities at small x or near
heavy-quark thresholds must be also “tamed”

¥ relaxation of ad hoc constraints on PDF parametrizations

¥ improved numerical approximations
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Origin of differences between PDF sets

2. PDF uncertainty

a range of allowed PDF shapes for plausible input assumptions,
partly reflected by the PDF error band

is associated with

¥ the choice of fitted experiments

¥ experimental errors propagated into PDF’s

¥ handling of inconsistencies between experiments

¥ choice of factorization scales, parametrizations for PDF’s,
higher-twist terms, nuclear effects,...

leads to non-negligible differences between the newest PDF sets
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Nucleon PDFs: selection of experimental data

DIS-based analyses ⇒ focus on the most precise (HERA DIS) data

¥ NC DIS, CC DIS, NC DIS jet, c and b production (H1, ZEUS, HERAPDF)

¥ some fixed-target DIS and Drell-Yan data, compatible with HERA
DIS at ∆χ2 = 1 level (S. Alekhin)

Global analyses (CT09, MSTW’2008, NNPDF1.1)

⇒ focus on completeness, reliable flavor decomposition

¥ all HERA data + fixed-target DIS data

I notably, CCFR and NuTeV νN DIS constraining s(x,Q)

¥ low-Q Drell-Yan (E605, E866), Run-1 W lepton asymmetry,
Run-2 Z rapidity (CT09, MSTW’08, upcoming NNPDF2.0)

¥ Tevatron Run-2 jet production, W asymmetry (CT09, MSTW’08)
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Confidence intervals in global PDF analyses

CTEQ6 tolerance criterion (2001)

¥ acceptable values of PDF parameters must agree at ≈90% c.l.
with all experiments included in the fit, for a plausible range of
theoretical assumptions

¥ is realized by accepting all PDF fits with ∆χ2 < T 2 ≈ 100

¥ this criterion is modified in the new CT09 fit (Pumplin et al., arXiv:0904.2424)
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Confidence intervals in global PDF analyses

MSTW tolerance criterion (2008)

¥ an evolved version of the original tolerance criterion

¥ T 2 is calculated independently for each PDF eigenvector

¥ is close on average to T 2 ≈ 50 (but for which assumptions?)

Eigenvector number
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Confidence intervals in global PDF analyses

Neural Network PDF

PDFsUnweighted
ai

χ2

AveragePDF
A very general approach that

¥ realizes stochastic sampling of
the probability distribution in
PDF parameter space
(Alekhin; Giele, Keller, Kosower)

¥ parametrizes PDF’s by flexible
neural networks

¥ does not rely on smoothness
of χ2 or Gaussian
approximations
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Effect on W/Z ratio at the LHC

A. Cooper-Sarkar, Workshop on early LHC data, London, March 2009
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HERAPDF vs. the other PDF sets

¥ The H1+ZEUS sample has a much smaller systematical
uncertainty than the H1 and ZEUS samples individually

¥ Nominally, very small uncertainty compared to
CTEQ-MSTW-NNPDF!

¥ However:

I insufficient PDF flavor separation [neutral-current DIS probes
only 4/9 (u + ū + c + c̄) + 1/9

(
d + d̄ + s + s̄

)
]

I very rigid PDF parametrizations ⇒ less flexibility to probe all
allowed PDF behavior, notably at small x

I typical gluon forms, e.g., g(x,Q0) = AxB(1− x)C (1 + Dx), are
ruled out by the Tevatron jet data (Pumplin et al., arXiv:0904.2424)
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NNPDF1.1 vs. other PDFs at Q =
√

2 GeV (arXiv:0811.2288)
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At x . 10−3, gluon g, strangeness
s+ = (s + s̄) /2, and singlet
Σ =

∑
i (qi + q̄i) PDFs are poorly

constrained;

determined by a “theoretically
motivated” functional form in
CTEQ/MSTW, flexible neural net in
NNPDF; g, s+ can be < 0!
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Strangeness and σZ/σW at the LHC
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The PDF uncertainty in
σZ/σW is mostly driven by
s(x,Q); increases by a factor
of 3 compared to CTEQ6.1
as a result of free
strangeness in CTEQ6.6

a stumbling block in the precision measurement of W boson
mass MW at the LHC
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Correlation analysis for collider observables
(J. Pumplin et al., PRD 65, 014013 (2002); P.N. and Z. Sullivan, hep-ph/0110378)

A technique based on the Hessian method

For 2N PDF eigensets and two cross sections X and Y :

∆X =
1

2

√√√√
N∑

i=1

(
X

(+)
i −X

(−)
i

)
2

cosϕ =
1

4∆X ∆Y

N∑

i=1

(
X

(+)
i −X

(−)
i

) (
Y

(+)
i − Y

(−)
i

)

X
(±)
i are maximal (minimal) values of Xi tolerated along the i-th PDF

eigenvector direction; N = 22 for the CTEQ6.6 set
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Correlation angle ϕ

Determines the parametric form of the X − Y correlation ellipse

X = X0 + ∆X cos θ

Y = Y0 + ∆Y cos(θ + ϕ)

δX

δY

δX

δY

δX

δY

cos ϕ ≈ 1 cos ϕ ≈ 0 cos ϕ ≈ −1

X0, Y 0: best-fit
values

∆X, ∆Y : PDF errors

cosϕ ≈ ±1 :
cosϕ ≈ 0 :

Measurement of X imposes
tight
loose

constraints on Y
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Strangeness and σZ/σW at the LHC
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cos ϕ for various NLO Higgs production
cross sections in SM and MSSM

Particle mass (GeV)
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tion:Correlation with pp → ZX (solid), pp → tt̄ (dashes), pp̄ → ZX (dots)
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Correlations between dσ(pp → Z0X)/dy and PDF’s
cosϕ between dσ(pp → Z0X)/dy at the LHC (

√
s = 10 TeV)

and PDFs f(x,Q = 85 GeV)
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Notice the
change in
sensitivity to
parton flavors and
the shift in the
most relevant x
range
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Toward CT09 PDF analysis

¥ An update of CTEQ6.6 study (PRD 78, 013004 (2008))

¥ New experimental data in the fit

I CDF Run-2 and D0 Run-2 inclusive jet production

♦ preliminarily explored in J. Pumplin et al., arXiv:0904.0424; P.N., in preparation

I CDF Run-2 lepton asymmetry

I CDF Z rapidity distribution

I low-Q Drell-Yan pT (E288, E605, R209) and Tevatron Run-1,
Run-2 Z pT distributions

¥ updated procedure for PDF error estimates
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Inclusive jet production in Tevatron Run-2

0.5

1.0

1.5

|y| < 0.4

DØ Run II
-1L = 0.70 fb

 = 0.7coneR

50 100 200 300
0.0

0.5

1.0

1.5

1.2 < |y| < 1.6

NLO scale uncertainty 

0.4 < |y| < 0.8

T
 = p

F
µ = 

R
µNLO pQCD  

+non-perturbative corrections

50 100 200 300

1.6 < |y| < 2.0

CTEQ6.5M with uncertainties

MRST2004

0.8 < |y| < 1.2

Data
Systematic uncertainty

50 100 200 300

2.0 < |y| < 2.4

 (GeV)
T

p

da
ta

 / 
th

eo
ry

 (GeV)
T

p

da
ta

 / 
th

eo
ry

 (GeV)
T

p

da
ta

 / 
th

eo
ry

 (GeV)
T

p

da
ta

 / 
th

eo
ry

 (GeV)
T

p

da
ta

 / 
th

eo
ry

 (GeV)
T

p

da
ta

 / 
th

eo
ry

D0 Coll., arXiv:0802.2400
(700 pb−1); CDF results (1.13 fb−1)

¥ (Almost)
negligible
statistical error

¥ MidCone/kT algorithm samples, corrected to parton level

¥ D0 paper:

I “There is a tendency for the data to be lower than the central
CTEQ prediction...”

I “...but they lie mostly within the CTEQ uncertainty band”

¥ non-negligible effect on the CTEQ gluon PDF?

Pavel Nadolsky (SMU) ANL/IIT workshop, Chicago 05/21/09 34



Impact of Run-2 jet data on CT09 fit

¥ CT09 fit includes all four Run-1 and Run-2 jet data samples

¥ Excellent quality of the fit: χ2 = 2756 for 2898 data points

(Shifted CDF-Run 2
data)/CT09
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CT09 and CTEQ6.6 are generally compatible

Gluon PDF: CT09 (red), CT66 (blue)

CT09 PDF uncertainty is about the same as CT66 (compensation
between the Run-2 jet constraints and more flexible g(x, µ))
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CT09 gluon vs. CT66 and MSTW’08 NLO
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⇑

Not really supported by CT09
analysis
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Constraints of Run-2 data on CT09 PDFs

Black band: g(x, µ)
from CT09 fit

Red band: The same
fit without Run-2 jet
data

This band is wider than
CT66 because of
additional free
parameters

Run-2 data impose tangible constraints
on the allowed range of g(x, µ)
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Self-consistency of CT09 fit

Are there tensions
in the fit?

1. Are the Run-2 jet data consistent with
theory?

1.1 Are the PDF parametrizations too
flexible/too rigid?

2. Are the new data consistent with other
experiments?

3. Are the new data consistent with one
another?

J. Pumplin et al. (arXiv:0904.2424) find that

¥ individual data sets, and data and theory are generally
consistent with one another

¥ abnormalities exist in the agreement of D0 Run-1 set with
other data sets
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Correlated systematic errors (CSE) in jet production
P. Nadolsky, in preparation

CSE for inclusive jets are important. PDF errors are
underestimated without them. CTEQ takes them into account
since 2000. CSE are provided in two forms:

1. Npt ×Nλ correlation matrix βkα for Nλ random systematic
parameters λα

χ2 =
∑

e={expt.}




Npt∑

k=1

1

s2
k

(
Dk − Tk −

Nλ∑

α=1

λαβkα

)2

+

Nλ∑

α=1

λ2
α




Dk are Tk are data and theory

sk is the stat.+syst. uncorrelated error

2. Npt ×Npt covariance matrix C = I + ββT

χ2 =
∑

e={expt.}
(D − T )T

C−1(D − T )
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Comparison of CSE’s for four jet experiments

¥ β (used by CDF Run-1 and 2, D0 Run-2) has several practical
advantages compared to C (used by D0 Run-1)

¥ Plausibility of β can be checked by the principal component
analysis (PCA) of β

I Typically only ≈ Nλ/2 combinations of λα (found by PCA) are
relevant for χ2; rank

[
ββT

] ≈ Nλ/2 ¿ Npt

¥ C is a large (Npt ×Npt) matrix provided as a “black box”;
plausibility of C is harder to verify. C provided by D0 Run-1
has irregularities revealed by PCA

I rank [C − I] = rank
[
ββT

] ≈ Npt = 90 – too large

¥ This suggests that D0 Run-1 CSE’s are overestimated; may
explain consistently small χ2

D0 Run-1/Npt ∼ 0.3 in fits, other
peculiarities of D0 Run-1 data observed in the weight scan

Pavel Nadolsky (SMU) ANL/IIT workshop, Chicago 05/21/09 41



CDF and D0 Run-2 W asymmetry A`(y)

New CDF and D0 Run-2 W lepton asymmetry (in bins of electron
pTe and ηe) ; probes u/d in a range of large x values
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Correlation of A`(y) in different
ηe bins (pTe > 35 GeV) with
u(x)/d(x) (H. Schellman)

We find that CDF and D0 A`(y)
data disagree in a similar
kinematical range (confirming a
similar MSTW finding)

CDF Run-2 A`(y) agrees ok with
the other data

CT09 includes only CDF Run-2
A`(y)
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A preliminary fit to CDF and D0 A`(y)

Pull of CDF and D0 data on best-fit W asymmetry

H.-L. Lai, 2009

VERY PRELIMINARY
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Role of heavy flavors in PDF analyses
General-mass (GM) scheme(s), currently adopted by CTEQ, MSTW and
HERA analyses, strive to provide consistent description of c, b scattering
both near heavy-quark thresholds and away from them

In 2006 (CTEQ6.5, hep-ph/0611254), it was realized that the GM (and not zero-mass)
treatment of c, b mass terms in DIS is essential for predicting
precision W, Z, cross sections at the LHC
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Role of heavy flavors in PDF analyses
At NLO, the dominant mass effect is mostly kinematical; propa-
gates from DIS into W, Z cross sections through changes in u(x),
d(x)

Thorne and Tung (arXiv:0809.0714): can this kinematical effect be
approximately introduced in the widely used ZM scheme, while pre-
serving ZM hard cross sections?
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Kinematically improved ZM schemes

At NLO, such schemes were indeed developed
(P. N., Tung, arXiv:0903:2667)

They depend on a free parameter λ, tuned to approximate
either a ZM DIS cross section or a GM DIS cross section

They can be viewed either

¥ as improved ZM formulations with
realistic c, b kinematics; or

¥ as simplified GM formulations with
approximate ZM hard
cross sections
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We propose to call them “intermediate-mass (IM) schemes”
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Generalized rescaling variable ζ

Realistic GM behavior of PDF’s is reproduced by a generalized
rescaling variable ζ(λ):

x = ζ
/(

1 + ζλM2
f /Q2

)
, with 0 ≤ λ . 1

I ζ → 1 as W → M2
f

I λ = 0 : ζ ≡ χ = x
(
1 + M2

f /Q2
)

– the
ACOT-χ variable

I λ & 1: ζ ≈ x (no rescaling)

I ζ ≈ x for Q2 À M2
f

1+ �����������
Mf

2
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ZM fits with λ ≈ 0.15 closely reproduce GM results
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PDF reweighting in Monte-Carlo integration

If X
(±)
i and ∆X2 =

∑N
i=1

(
X

(+)
i −X

(−)
i

)
2/4 are computed in

2N = 44 independent Monte-Carlo runs with N̄ events each,
their resulting estimates are given by

X
(±)
i = X

(±)
i + δ

(±)
i ∼ X

(±)
i +

c

N
1/2

and

∆X
2

=
1

4

N∑

i=1

(
X

(+)
i −X

(−)
i

)
2 ∼ ∆X2 +

c′N

N
1/2

δ
(±)
i is a random MC error dependent on the input PDF, arising,

e.g., from importance sampling

As a result of the PDF dependence of δ
(±)
i , the error ∆X

2 −∆X2 is
increased by a factor N ∼ 22
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PDF reweighting in Monte-Carlo integration

¥ PDF reweighting generates the same sequence of events to
compute each of 2N cross sections

I all δ
(±)

i are the same

I ∆X
2

= ∆X2

¥ In multi-loop calculations, PDF reweighting saves CPU time
drastically by reducing slow computations of hard-scattering
matrix elements
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FROOT: a simple interface for Monte-Carlo PDF reweighting

¥ Written in C, can be linked to standalone FORTRAN/C/C++
programs

¥ Simple – 170 lines of the code

¥ Writes the output directly into a ROOT ntuple; no need in
intermediate PAW ntuples

¥ Flexible; new columns (branches) with PDF weights or events
can be added into an existing ntuple

¥ Kinematical cuts, selection conditions can be imposed a
posteriori in interactive or batch ROOT sessions

¥ implemented in MCFM, ResBos; additional libraries for ROOT
analysis of reweighted ntuples are on the way
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FROOT: a simple interface for Monte-Carlo PDF reweighting

pp
_
 → (Z0 → e+ e-) X, √S = 1.96 TeV

yZ

 σ(Eigenset 1)
σ(CTEQ6.6M)

for 900,000 ResBos events
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Other ongoing work

¥ Combined fit of PDF’s and Drell-Yan pT distributions

¥ PDF’s for leading-order Monte-Carlo programs

¥ consistency and implementation of heavy-flavor
contributions in the global fit at NNLO

¥ constraints on new physics (strongly interacting
superpartners, etc.)

¥ public C++/ROOT libraries for PDF reweighting for (N)/NLO
calculations and efficient error analysis
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Backup: Rik’s slides
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Backup: Jets
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Comparison of NLO theoretical calculations
¥ NLO theoretical uncertainties are at the level 10-20% (D. Soper)

¥ NLO inclusive jet cross sections are currently available from
(at least) two groups:

I Ellis-Kunszt-Soper - in CTQ6.6 and our earlier fits

I NLOJet++ (Nagy) + FastNLO (Kluge, Rabbertz, Wobisch)

- in CT09 and MSTW’08

¥ Jon P. explored

I agreement between EKS and FastNLO

I dependence on the choice of scale, jet algorithms, and
partial threshold resummation corrections

¥ The overall agreement/stability at NLO is satisfactory,
although not perfect

CT09 uses FastNLO for µ = pT /2 without the threshold
resummation correction
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Comparison of K=NLO/LO from EKS and FastNLO
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Scale dependence of NLO cross section
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χ2 weighting scans

All questions are explored using the χ2 reweighting technique
(Collins, Pumplin, hep-ph/0105207)

χ2 =
∑

jet expts.
wiχ

2
i + χ2

non-jet = wχ2
jet + χ2

non-jet

wi = 0: experiment i is not included

wi = 1: common choice

wi À wj 6=i: only experiment i matters in the fit
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Self-consistency of CT09 fit

¥ Individual data sets, and data and theory are generally
consistent with one another

¥ abnormalities in the agreement of D0 Run-1 set with other
data sets
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Dependence on the gluon PDF parametrization
CT09 uses a more flexible
g(x, µ0) (“par 1”) than CT66

¥ Par 1: g(x, µ0) = A0x
A1(1− x)A2

× eA3x+A4x
2+A5x

1/2

¥ CT66: par 1 with A2 = 4, A5 = 0

¥ Par 2: A4 = A5 = 0

¥ Par 3 (H1-like):
g(x, µ0) = A0x

A1(1− x)A2 (1 + A3x)

CT09 (par1) form provides the
best χ2 and vanishing tension
with the non-jet data
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Par 2 and 3 are disfavored
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Lagrange multiplier method vs. Hessian method

The Hessian method
(48 error PDFs — red
band) underestimates
the true δPDF g(x,Q)
suggested by χ2

(revealed by the LM
method — individual
lines)
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Backup: IM scheme
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Intermediate-mass scheme: a basic recipe
¥ Start with PQCD factorization for DIS, in a form applicable both in

ZM or GM schemes

Fλ(x,Q2) =
∑

a,b

∫ 1

ζ

dξ

ξ
fa(ξ, µ)Ca

b,λ

(
ζ

ξ
,
Q

µ
,
mi

µ
, αs(µ)

)

¥ sum over initial-state active flavors a prescribed by the
factorization scheme for the PDFs

¥ sum over final-state quark flavors b physically produced at the
given scattering energy

¥ evaluate convolutions over the kinematical range ζ ≤ ξ ≤ 1
determined by a rescaling variable ζ

¥ use zero-mass Wilson coefficients Ca
b,λ=Ca

b,λ

(
ζ
ξ , Q

µ , 0, αs(µ)
)

,

evaluated at ζ/ξ

¥ keep µ > mQ in heavy-quark channels for all Q, to guarantee
applicability of the (subtracted) MS expression for Ca

b,λ;
e.g., use µ =

√
Q2 + m2

i in qiγ
∗ → qi and gγ∗ → qiq̄i channels
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Rescaling variables in heavy-flavor DIS
Rescaled light-cone variable ζ is a simple way to approximate
exact scattering kinematics in processes where the exact
momentum conservation is absent

¥ General-mass scheme: dominant heavy-quark mass effects
are approximated in LO cγ∗ → c (or sW → c) by a rescaling
variable χ :

x = χ
/(

1 + M2
f /Q2

)
, with M2

f = 4m2
c (m2

c) in NC (CC) DIS
Barnett, Haber, Soper; Tung, Kretzer, Schmidt

¥ It is natural to try ζ = χ both in cγ∗ → c and gγ∗ → cc̄ in the IM
scheme; however, it leads to excessive suppression of charm
scattering in NC DIS at small x (for given Q), where threshold
effects should be less pronounced, while the PDF variation is
rapid
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Comparison to c, b SIDIS data
from CT6.6 data sample
ZM/GM/IM Wilson coefficients with ZM (CT6.1M) and GM (CT6.6M) PDF’s

¥ CT6.1 are refitted
including the latest HERA
c, b data (χ2 improved)

¥ GM+CT6.6 gives the
best fit; ZM+CT6.6 the
worst

¥ χ2 for IM+CT6.6
(IM+CT6.1) is better than
ZM+CT6.6 (ZM+6.1)

All IMλ+CT6.x fits produce close χ2 – only IMχ is shown

IM formulation works!
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Comparison to the full CT6.6 data sample

¥GM+CT6.6 still gives the
best fit; ZM+(new CT6.1)
the worst

¥ Quality of the best IM fit
(IMb) approaches that of
GM+CT6.6

¥ Some IM fits
(λ = 0.1− 0.2) are clearly
very good
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PDFs in GM/IMb/ZM/IMχ formulations

10-5 10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 0.7
0.7

0.8

0.9

1.0

1.1

1.2

1.3

x

R
at

io
to

C
TE

Q
6.

6M

u(x,Q) at Q = 85 GeV

Black: IM fit with ζ= 0.15
Green: IM fit with ζ= χ
Red: ZM fit 
Blue: CTEQ6.6 PDF uncertainty

10-5 10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 0.7

0.6

0.8

1.0

1.2

1.4

x

Ra
tio

to
CT

EQ
6.

6M

g at Q=2. GeV

10-5 10-4 10-3 0.01 0.02 0.05 0.1 0.2 0.5 0.7

0.6

0.8

1.0

1.2

1.4

x

R
at

io
to

C
T

E
Q

6.
6M

s at Q=2. GeV

¥ At x < 0.01, ZM u, g are too
small compared to GM

¥ IMχ: u, g are too large

¥ IMb: u, g are very close to GM

¥ s(x,Q) (constrained by CC
DIS) prefers IMχ rather than IMb
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Dependence on the rescaling ζ

in W , Z production at the LHC

¥ IMλ predictions span a wide
range between ZM and IMχ

¥ IM predictions with
λ = 0.05− 0.3 are compatible
with CT6.6M at ≈ 90% c.l.

¥ ζ variable can be also
introduced in the GM scheme;
in this case, the standard
choice ζ = χ (CT6.6, or λ = 0)
gives the best χ2

¥ GM PDF’s with λ . 0.3 agree
with CT6.6M within the CT6.6
uncertainty
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Conclusions

¥ The full GM heavy-quark kinematical dependence is
approximated well at NLO by an effective IM scheme with ZM
Wilson coefficients and generalized rescaling variable ζ

I It remains to be seen if this scheme is viable beyond NLO

¥ The IM formulation can be applied to easily implement the
leading heavy-quark mass effects in ZM calculations

¥ Variations in the form of ζ lead to an additional theoretical
uncertainty that must be provided with GM predictions
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