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A NERSC Primer for DES Data Analysis and Simulations or: 
How to meet your next DES publication deadline ... 



Introduction

• First question: Should I run at NERSC?

‣ If you run DES analysis tasks regularly, yes! 

‣ NERSC supports jobs of all sizes, from serial jobs to very large 
parallel jobs

‣ If you have a large number of small jobs to run, you can bundle 
them up easily and run them as one large job (examples will 
follow)

‣ Queuing times for jobs might seem annoying at first, but with some 
thought can be kept reasonably short (more on that to follow)

• Second question: How do I get started?

‣ If you haven’t done so yet, send an email to habib@anl.gov and you 
will be added to the DES allocation at NERSC

‣ Lots of information on NERSC webpages: https://www.nersc.gov/
users/getting-started/
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DES Allocation at NERSC

• DES has this year an allocation of 4.5M core hours, requested more 
for next year
‣ With your account you will get by default (controlled by Salman) 5% of time of that

‣ If you need more, you can ask once you have used up your allocation

‣ Salman (PI of DES allocation) can monitor usage

‣ You therefore cannot “by mistake” use up all the DES allocation :)



Getting Started, File systems

• Two major machines: Hopper and Edison (Carver will retire next 
year), all machines share common file systems

• File systems:

‣ Your home directory: 40GB, backed up, good place to store your 
source codes, not a good place to run analysis or store data

‣ Project space for DES: /project/projectdirs/des, accessible for 
everybody in the group, 40TB shared amongst all DES users, holds 
currently some DES data in /project/projectdirs/des/wl/desdata/
DES, not backed up but will also not be deleted. DES can purchase 
more storage if needed

‣ Scratch space: /scratch/scratchdirs/yourname (automatically 
added), 20TB, not backed up and will be purged after some time if 
the data is not touched, good for short-term use

‣ HPSS: tape, to get there, type hsi, leads you to your tape partition, 
almost indefinite amount of space, not backed up but not purged, 
htar allows you to package small files and put them on tape

https://www.nersc.gov/users/data-and-file-systems/
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Finding Software of Interest

• NERSC uses modules to help you:

‣ module avail: shows you all the software packages available

‣ module list: shows you what is loaded by default in your user 
environment

‣ module load xxx (where xxx can be idl, python, any number of 
compilers, gsl, mathematica....) will load software package xxx 
which you can then use

‣ module avail xxx lets you search for a specific software package

https://www.nersc.gov/users/software/
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Queues and Job Submission

• When you log into Hopper or Edison, you will be on a front-end 
node, here you can compile your code

• DO NOT run your jobs on the front-end, this would slow down 
everybody else

• Instead, login in via an interactive queue or submit jobs to the back-
end nodes

‣ Interactive job: qsub -I -q debug -l mppwidth=48 

‣ On hopper, this gets you 48 cores (or 2 nodes) for 30 minutes

‣ To run your job: aprun -n 48 ./a.out  

‣ Or: submit a job via qsub run.sh (example for submission script next)

https://www.nersc.gov/users/queues/
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Example Submission Script

Queue, depends on
number of cores and length of 

the job, system will pick 
correct one automatically

Number of cores, divisible by 24 
(number of cores per node)

Log file
Error file Repo used for run, if you 

are only in DES, 
automatically set 

Sends you an email 
when job begins/

ends/aborts

Guess for 
run time Job name

Executable
InputNumber 

of cores

This line can be 
more complicated,
e.g. include threads

Puts you
into your work 

directory (without 
it, job will try 

running in your 
home directory)

https://www.nersc.gov/users/computational-systems/hopper/running-jobs/example-batch-scripts/
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End of a Log file



Other useful commands

• qdel job-id: delete your job

• qstat -f job-id: status of the job

• qhold job-id: puts job in the queue on hold (in case you want to 
change something but still have to think, you don’t have to delete 
the job and loose your position in the queue)

• qalter -t: allows you to change the time for which you have 
submitted the job while the job is waiting in the queue

• showq: shows all the jobs (qstat by itself works too)

• showq | grep heitmann: shows my jobs

• showstate: shows which jobs are running on which racks, if nodes 
are down etc.







Submission of Multiple Jobs

https://www.nersc.gov/users/computational-systems/hopper/running-jobs/example-batch-scripts/

• Several options:

‣ TaskFarmer: software that helps to launch a number t of 
independent small jobs on n cores. Within the submission script use  
tf -t 100 -n 2 ./task.sh instead of aprun -n 2 ./a.out, example for 
task.sh on NERSC webpage (small script)

‣ CCM (Cluster Compatable Mode), include module load ccm in 
submission script and ccmrun ./runtask.sh where runtask.sh holds a 
list of jobs (example on NERSC webpage)

‣ Python: mpi4py, again explained on NERSC webpage

‣ Using MPI code to bundle up calls

Vinu’s DEMO
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Moving Large Data Sets to and from NERSC

• Data transfer nodes dedicated to data transfer: dtn01.nersc.gov ... 
dtn04.nersc.gov

• If possible use Globus Online for data transfers

DES project
directory

Local workstation
at Argonne



Useful Links

• Getting started: http://www.nersc.gov/users/getting-started/

• Queues: http://www.nersc.gov/users/queues/

• Python tools: http://www.nersc.gov/users/software/development-
tools/python-tools/

• Serial jobs: https://www.nersc.gov/users/computational-systems/
edison/running-jobs/serial-queue/

• Example batch scripts: https://www.nersc.gov/users/
computational-systems/hopper/running-jobs/example-batch-
scripts/ (including examples to package up several jobs into one

• How to use modules to manage your software environment: 
https://www.nersc.gov/users/software/nersc-user-environment/
modules/

• Links to the different supercomputers: https://www.nersc.gov/
users/computational-systems/
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Installing Software without Root

• HPCPorts is a tool to manage software (I have not used it myself)

• For DES NERSC, a specific module has been created, to load it, 
follow instructions below (again, I have not used these so can’t 
comment on them much)

https://theodorekisner.com/software/hpcports/

source /global/project/projectdirs/des/wl/setup/setup.sh

source /project/projectdirs/cmb/modules/carver/hpcports.sh

module load python

module load des-nersc

https://theodorekisner.com/software/hpcports/
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