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Why Standard Model Physics?
Search for deviations from SM 

Many new physics models reveal deviations from SM similar to the ones 
from NLO or NNLO QCD

Example: contact interactions versus bump-hunting search
Establish:

Understanding of backgrounds to new physics searches
E.g.: Drell-yan is a major background for H ➔ WW

Improved proton PDFs
Explore the SM self consistency

Measure its parameters
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...in the era of the Higgs Boson
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Detailed Picture: latest Gfitter results III 

15 

• Compare full SM fit (without m(H)) and 

world average m(H) value from Sept 2012. 

Agreement is excellent ! 

 

• Note from EWK parameter fitting point of 

view, m(H) experimental precision already 

far exceeds what is needed. 

• Compare full SM fit (without m(W), m(Top) 

= blue ellipse) and individual best m(W) 

and m(Top) measurements (data point). 

• Width of ellipse projected along m(W) axis 

has many small contributions, but the 4 

MeV theory uncertainty (HO corrections) is 

dominant. 

 

• Agreement is excellent. Projected errors on 

ellipse are about ± 10 MeV in m(W) 

direction and ± 2 GeV in m(Top), setting 

scale for experimental improvements. 

 

Now that the Higgs was found, 
measuring the top and W mass 

precise enough will be an 
enduring challenge
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How we do it?
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Jets
inclusive

dijets
multijets

jet sub-structure
HF production

NNLO QCD

NLO QCD

Proton PDF
Valence, strange quarks

Gluons

Photons
inclusive

diphotons
γ + jets
γ + HF

W/Z Bosons
inclusive
V+jets

Ratio W/Z + jets
W and Z + HF

Dibosons
WW, WZ, ZZ, Wγ, Zγ

Physics
Probes Probes

Combine analyses, e.g. to obtain the most information about PDFs

Top quark

non-perturbative
 QCD

Electroweak 
parameters Hadrons
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How we do it?
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Jets
inclusive
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multijets

jet sub-structure
HF production

NNLO QCD
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Proton PDF
Valence, strange quarks
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diphotons
γ + jets
γ + HF

W/Z Bosons
inclusive
V+jets

Ratio W/Z + jets
W and Z + HF

Dibosons
WW, WZ, ZZ, Wγ, Zγ

Physics
Probes Probes

Combine analyses, e.g. to obtain the most information about PDFs

Top quark

non-perturbative
 QCD

Electroweak 
parameters Hadrons

Many topics left out:
SM Higgs production
Heavy-flavour physics (B-physics)
Heavy-ion physics (physics in dense media)
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Inclusive Jet Cross Sections

5

NLO QCD predictions describe data over 10 orders of magnitude!

Jet inclusive data starts to constrain gluon PDFs 
(CT10, MSTW2008, NNPDF2.1, HERAPDF1.5, ABM11)
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Inclusive cross section ratio 2.76 TeV/7 TeV
Experimental uncertainties is reduced and generally smaller than 
theory uncertainty (JES ~ few %)

6Impact on gluon and sea parton distribution functions

arXiv:1304.4739

 ⇢ =
�(2.76 TeV)

�(7 TeV)

http://arxiv.org/abs/1304.4739
http://arxiv.org/abs/1304.4739
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Inclusive cross section ratio 2.76 TeV/7 TeV
Experimental uncertainties is reduced and generally smaller than 
theory uncertainty (JES ~ few %)

8Impact on gluon and sea-quarks distribution functions

arXiv:1304.4739

http://arxiv.org/abs/1304.4739
http://arxiv.org/abs/1304.4739
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Extraction of the Strong Coupling Constant

9

Ratio of the inclusive 3-jet cross section 
to the inclusive 2-jet cross section (R32)

1

1 Introduction

As a consequence of the non-Abelian nature of quantum chromodynamics (QCD), the renor-
malization group equation (RGE) [1–3] predicts that the strong force becomes weaker at short
distances corresponding to large momentum transfers, a property of QCD referred to as asymp-
totic freedom. The strength of the strong force, aS(Q), at a given distance or momentum scale Q
is not predicted and has to be extracted from experiment. Measurements at different Q can then
be compared for consistency with QCD via the RGE, which precisely describes the evolution of
aS(µr), where the renormalization scale µr is identified with Q. By convention, the consistency
is tested by evolving all values of aS(Q) to the common scale µr = Q = MZ, i.e. the precisely
known mass of the Z boson. The current world average value is aS(MZ) = 0.1184 ± 0.0007 [4].

Measurements of the running of aS(Q) provide a stringent test of QCD. Previous collider ex-
periments at LEP and HERA have established the validity of the RGE up to momentum trans-
fers Q of 208 GeV [4]. A recent publication by the D0 Collaboration extends this range up to
400 GeV [5]. The determination of aS(Q) from jet cross sections as in [6] or [7] depends directly
on parton distribution functions (PDFs) that have been evolved from small to very high mo-
mentum scales via the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) equations [8–10],
which assume the validity of the RGE. This dependence on the evolution of the PDFs can be
reduced by investigating cross section ratios. The ratio R32 of the inclusive 3-jet cross section
to the inclusive 2-jet cross section is proportional to aS(Q) where Q is defined as the average
transverse momentum of the two jets leading in pT,

Q = hpT1,2i =
pT1 + pT2

2
. (1)

Many theoretical systematic uncertainties related to the choice of the renormalization and fac-
torization scales, µr and µ f , or to nonperturbative effects are reduced in the cross section ratio.
In addition, experimental uncertainties such as those due to the jet energy scale largely cancel
in the measurement of R32. The uncertainty on the integrated luminosity measurement can-
cels completely. The Compact Muon Solenoid (CMS) Collaboration has previously measured
R32 [11], and the predictions of various Monte Carlo (MC) event generators were found to be
in general agreement with the measurement.

This measurement is performed using a sample of multijet events, collected during 2011 by
the CMS experiment at the Large Hadron Collider (LHC), corresponding to an integrated lu-
minosity of 5.0 fb�1 of pp collisions at a centre-of-mass energy

p
s = 7 TeV. The transverse

momentum pT and the rapidity y of a jet with energy E and momentum ~p = (px, py, pz) (where
pz is the momentum component along the direction of the anticlockwise proton beam) are de-
fined as pT =

p
p2

x + p2
y and y = 1

2 ln[(E + pz)/(E � pz)], respectively. Jets are reconstructed
using the infrared- and collinear-safe anti-kT clustering algorithm [12, 13] with a size parameter
of 0.7. This measurement uses jets with pT > 150 GeV and |y| < 2.5.

The large number of multijet events collected over a wide range of hpT1,2i, 420 < hpT1,2i <
1390 GeV, allows aS(Q) to be determined with only a small dependence on the evolution of the
PDFs, thus testing the validity of the RGE in an extended range of transverse momenta up to
1 TeV.

From R32 over the range 
420 < ⟨pT1,2⟩ < 1390 GeV

arXiv:1304.7498

ATLAS: Preliminary result with similar measurement (ATLAS-CONF-2013-041)

CMS: Measurement in top events (CMS-PAS-TOP-12-022)
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Photon cross section measurements
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Photon cross section measurements
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NLO and NNLO essential to describe data



US ATLAS W
orkshop -- Argonne -- Jul 2013 --  Joao G

uim
araes          

W and Z inclusive production
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CMS PAS SMP-12-011

7 TeV 8 TeV
CMS and ATLAS

Uncertainties: 1-2%
(excluding luminosity)

CMS 
(dedicated low-pileup run)

Uncertainties: 2-5%
 Phys. Rev. D85 (2012) 072004JHEP 10 (2011) 132;

https://cdsweb.cern.ch/record/1524190
https://cdsweb.cern.ch/record/1524190
http://prd.aps.org/abstract/PRD/v85/i7/e072004
http://prd.aps.org/abstract/PRD/v85/i7/e072004
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Strangeness in the Proton (from W and Z data)
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Phys.Rev.Lett. 109 (2012) 012001

Fit results:

- Light quark sea at low x is flavor    
  symmetric (x ~0.023, Q2 = 1.9 GeV2)

- Enhancement of strangeness by
  50% (2σ)

- Total sea enhancement of 8%

http://prl.aps.org/abstract/PRL/v109/i1/e012001
http://prl.aps.org/abstract/PRL/v109/i1/e012001
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Measurement of the φη* distribution of Z/γ*

14

φη*  is a measure of 
scattering angle of leptons 

relative to beam 
in Z/γ* rest frame 

φη*  is correlated to pT(Z) and 
probes same physics 

φη*  depends on lepton angles only, 
more precisely measured than 

momenta 
{ arXiv:1211.6899

http://arxiv.org/abs/1211.6899
http://arxiv.org/abs/1211.6899
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High-mass Drell-Yan production

15

Theory:
NNLO FEWZ 3.1
NNLO QCD calculation

with
NLO electroweak corrections

(Gμ electroweak scheme)

LO photon-induced 
correction
γγ ➔ e+e-

+

Results are consistent with all PDFs

arXiv:1305.4192

http://arxiv.org/abs/1305.4192
http://arxiv.org/abs/1305.4192
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Exclusive / semi-exclusive l+l- production

16

10 7 Systematic uncertainties and cross-checks
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Figure 7: Muon pair invariant mass spectrum (left) and acoplanarity (right), with all selection
criteria applied and the simulation normalized to the best-fit value. Data are shown as points
with statistical error bars, while the histograms represent the simulated signal (yellow), single
(light green) and double (dark green) proton dissociative backgrounds, and DY (red).
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Figure 8: Muon pair transverse momentum difference (left) and pair pseudorapidity (right),
with all selection criteria applied and the simulation normalized to the best-fit value. Data are
shown as points with statistical error bars, while the histograms represent the simulated signal
(yellow), single (light green) and double (dark green) proton dissociative backgrounds, and DY
(red).

a. The relative difference of the data-theory signal ratio between the modified and the nominal
fit result is taken as a systematic uncertainty.

7.1 Pileup correction systematic uncertainties

Charged tracks from pileup interactions more than 2.0 mm from the dimuon vertex may induce
a signal inefficiency, if they are misreconstructed to originate from within the 2.0 mm veto win-
dow. The h-dependent single-track impact parameter resolution in CMS has been measured to
be less than 0.2 mm in the transverse direction, and less than 1.0 mm in the longitudinal direc-
tion [20]. The track-veto efficiency is studied in zero-bias data by varying the nominal 2.0 mm
veto distance from 1.0 to 3.0 mm. The maximum relative variation is found to be 3.6%, when

1

1 Introduction

The exclusive two-photon production of lepton pairs may be reliably calculated within the
framework of quantum electrodynamics (QED) [1] (Fig. 1), within uncertainties of less than
1% associated with the proton form factor [2]. Indeed, detailed theoretical studies have shown
that corrections due to hadronic interactions between the elastically scattered protons are well
below 1% and can be safely neglected [3]. The unique features of this process, like the extremely
small pair transverse momentum and acoplanarity (defined as 1 � |Df(µ+µ�)/p|), stem from
the very small virtualities of the exchanged photons.

At the Tevatron, the exclusive two-photon production of electron [4, 5] and muon [5, 6] pairs in
pp collisions has been measured with the CDF detector. Observations have been made of QED
signals, leading to measurements of exclusive charmonium photoproduction [6] and searches
for anomalous high-mass exclusive dilepton production [5]. However, all such measurements
have very limited numbers of selected events because the data samples were restricted to sin-
gle interaction bunch crossings. The higher energies and increased luminosity available at the
Large Hadron Collider (LHC) will allow significant improvements in these measurements, if
this limitation can be avoided. As a result of the small theoretical uncertainties and character-
istic kinematic distributions in gg ! µ+µ�, this process has been proposed as a candidate for
a complementary absolute calibration of the luminosity of pp collisions [1–3].

Unless both outgoing protons are detected, the semi-exclusive two-photon production, involv-
ing single or double proton dissociation (Fig. 1, middle and right panels), becomes an irre-
ducible background that has to be subtracted. The proton-dissociation process is less well
determined theoretically, and in particular requires significant corrections due to proton rescat-
tering. This effect occurs when there are strong-interaction exchanges between the protons, in
addition to the two-photon interaction. These extra contributions may alter the kinematic dis-
tributions of the final-state muons, and may also produce additional low-momentum hadrons.
As a result, the proton-dissociation process has significantly different kinematic distributions
compared to the pure exclusive case, allowing an effective separation of the signal from this
background.

p p

p p

�

�

µ+

µ�

p p

p

�

�

µ+

µ�

p

p

�

�

µ+

µ�

Figure 1: Schematic diagrams for the exclusive and semi-exclusive two-photon production of muon
pairs in pp collisions for the elastic (left), single dissociative (center), and double dissociative (right)
cases. The three lines in the final state of the center and right plots indicate dissociation of the proton
into a low-mass system N.

In this paper, we report a measurement of dimuon exclusive production in pp collisions atp
s = 7 TeV for the invariant mass of the pair above 11.5 GeV, with each muon having trans-

verse momentum pT(µ) > 4 GeV and pseudorapidity |h(µ)| < 2.1 (where h is defined as
� ln(tan(q/2))). This measurement is based on data collected by the Compact Muon Solenoid
(CMS) experiment during the 2010 LHC run, including beam collisions with multiple interac-
tions in the same bunch crossing (event pileup), and corresponding to an integrated luminosity
of 40 pb�1 with a relative uncertainty of 4% [7].

11

Seventeen exclusive or semi-exclusive e+e� candidates are observed, with an expected back-
ground of 0.85 ± 0.28 (stat.) events, consistent with the theoretical prediction for the combined
el-el, inel-el and inel-inel e+e� yield of 16.3 ± 1.3 (syst.) events (Table 5). Figure 5 shows the
comparison of the measured and simulated invariant-mass and pT distributions of the e+e�
pairs, while Fig. 6 shows that for the DpT and Df distributions. Both the yield and the kine-
matic distributions are consistent with the assumption of exclusive and semi-exclusive e+e�
production via the gg ! e+e� process, which validates the analysis technique, notably the
exclusivity selection.
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Figure 5: Distributions of (a) the invariant mass and (b) the transverse momentum of the e+e�
pairs, compared to the LPAIR predictions (histograms) for the three processes contributing to
exclusive and semi-exclusive gg ! e+e� production, passed through the full detector simula-
tion and reconstruction. The simulation is normalized to the integrated luminosity of the data
sample (36 pb�1), and does not include the estimated 0.85 ± 0.28 background events.

8 Summary

A search for exclusive or semi-exclusive gg production and the observation of exclusive and
semi-exclusive e+e� production have been presented, based on a sample of pp collisions atp

s = 7 TeV corresponding to an integrated luminosity of 36 pb�1. Exclusive gg production
helps improve the understanding of diffraction and provides a test of the theoretical predic-
tions for exclusive Higgs boson production. Exclusive e+e� production is dominantly a QED
process and provides a means to check the selection procedure for other exclusive processes.
No diphoton events satisfy the selection criteria. An upper limit on the cross section for the
exclusive reaction pp ! p+ gg + p and the corresponding semi-exclusive processes (in which
either or both protons diffractively dissociate and no particles from the proton dissociation
have |h| < 5.2), with ET(g) > 5.5 GeV and |h(g)| < 2.5, is set at 1.18 pb at 95% confidence
level. Using a similar technique, 17 exclusive or semi-exclusive e+e� candidates are observed,
with an expected background of 0.85 ± 0.28 (stat.) events, consistent with the LPAIR prediction
of 16.3 ± 1.3 (syst.) events. Both the number of candidates and the kinematic distributions are
in agreement with the expectation for exclusive and semi-exclusive e+e� production via the
gg ! e+e� process.

Main signature: Only two tracks within fiducial region of detector

μ-μ+ e-e+

s(pp ! pµ+µ�p) = 3.38+0.58
�0.55 (stat.)± 0.16 (syst.)± 0.14 (lumi.) pb,

Data/prediction = 0.83
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Measurements of Z + jets
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fixed-order 
NLO pQCD

+ HERWIG+JIMMY  (Z+0-5p)

1.4  MENLOPS (Z+0-5p)

Explore extreme phase space
(using large dataset at 7 TeV)

Large jet 
multiplicities

arXiv:1304.7098

http://arxiv.org/abs/1304.7098
http://arxiv.org/abs/1304.7098
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Measurements of Z + jets
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Explore extreme phase space
(using large dataset at 7 TeV)

Large jet 
multiplicities

Large pT(jet),
large HT

arXiv:1304.7098

Renormalization, factorization scale 
uncertainty:

- Naive approach (1/2 , x2)
- Stewart/Tackmann

http://arxiv.org/abs/1304.7098
http://arxiv.org/abs/1304.7098
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Measurements of Z + jets
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Explore extreme phase space
(using large dataset at 7 TeV)

Large jet 
multiplicities

Large pT(jet),
large HT

Large pT(Z)

arXiv:1304.7098

http://arxiv.org/abs/1304.7098
http://arxiv.org/abs/1304.7098
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Hard Double Parton Interactions (in W+2 jets events)
Irreducible background for SM and New Physics searches

How well is this modeled by our MC generators?
Example: 25% of Wb cross section

20

cross section for the double parton interaction (DPI) 
of a combined Y + Z system

From theory to experiment
B General formalism for DPI:
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I. Sadeh (ATLAS @ Tel-Aviv University) Direct measurement of DPI with ATLAS Dec 6

th
, 2012 3 / 17

From theory to experiment
B General formalism for DPI:
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distribution functions, f

ij

(x , y , µ
F

); and integration of the cross sections
over some phase-space:
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σ eff ~ proton area

W + 2 jets W0j + 2 jetsDPI

Measure fraction of DPI events
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Hard Double Parton Interactions (in W+2 jets events)
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DPI 2-jet 
template (data)

W + 2 jets
template (MC)
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9 Conclusions768

We have extracted the double parton interaction (DPI) rate f (D)
DP of W+DPI events passing standard W+2769

jet selection in the ATLAS detector, at a central value770

f (D)
DP = 0.08 ± 0.01 (stat.) ± 0.02 (sys.). (38)

This value is used to extract the parameter �e↵ in pp-collisions at a centre-of-mass energy of Ecm =771

7 TeV through the production of W + 2 jet events. The value extracted from data is772

�e↵(7 TeV) = 15 ± 3 (stat.) +5
�3 (sys.) mb. (39)

This value is consistent with values previously measured in other experiments [16]–[20]. Comparing773

them as a function of centre-of-mass energy in Figure 27 does not allow any conclusive statement con-774

cerning the scaling of �e↵ with the centre-of-mass energy, due to the uncertainties on the data.
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We have extracted the double parton interaction (DPI) rate f (D)
DP of W+DPI events passing standard W+2769

jet selection in the ATLAS detector, at a central value770
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This value is used to extract the parameter �e↵ in pp-collisions at a centre-of-mass energy of Ecm =771

7 TeV through the production of W + 2 jet events. The value extracted from data is772

�e↵(7 TeV) = 15 ± 3 (stat.) +5
�3 (sys.) mb. (39)

This value is consistent with values previously measured in other experiments [16]–[20]. Comparing773

them as a function of centre-of-mass energy in Figure 27 does not allow any conclusive statement con-774

cerning the scaling of �e↵ with the centre-of-mass energy, due to the uncertainties on the data.
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New J. Phys. 15 (2013) 033038

Strategy of the analysis
B Possible observables: B Transverse momentum of the

W (needs Emiss
T ); B pT distributions of jets (significant

jet energy scale uncertainties); B Azimuthal correlation
between jets (pile-up and underlying event a↵ect it);

B The normalized transverse momentum balance
between the jets, �n

jets, is chosen. The balance without
normalization, �jets, is used for cross-checks.

Schematic representation

in the transverse plain
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CMS PAS-FSQ-12-028

CMS has a recent study of different 
variables with sensitivity to DPI (but no σeff)

Consistent with prediction from ALPGEN + Jimmy

within phase space: e.g. pT(jet) > 20 GeV

http://stacks.iop.org/1367-2630/15/033038
http://stacks.iop.org/1367-2630/15/033038
http://cms.cern.ch/iCMS/analysisadmin/cadi?ancode=FSQ-12-028
http://cms.cern.ch/iCMS/analysisadmin/cadi?ancode=FSQ-12-028
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W + Heavy Flavor (HF) production
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Background to Higgs and top quark studies

(pT > 25 GeV, |η| < 2.1) 

(includes a 25% effect due to DPI)

Combined Wb + single top cross section also done

W+b

ATLAS: Wb production 
CMS: Wbb production

arXiv:1302.2929
CMS-PAS-SMP-12-026

W+b

(W + c) [pb]σ
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 CMS 2011
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(important for W mass precision measurement)
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CMS W+c: strangeness suppression

ATLAS W+c: consistent with symmetric light quark sea
(similar to earlier result on W/Z differential cross section)
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http://arxiv.org/abs/1302.2929
http://arxiv.org/abs/1302.2929
https://cdsweb.cern.ch/record/1525727
https://cdsweb.cern.ch/record/1525727
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Top production at 7 and 8 TeV

23

Top pair production 
Consistent across all channels
(Experimental uncertainty: ~ 5-15%)

Approx. NNLO and full NNLO QCD 
prediction 

(Similar theoretical precision)

Start constraining gluon PDFs!

Single top production 
New measurements of t-channel 

production at 8 TeV
(Uncertainty: ~ 13-19%)

Ratio of top vs anti-top

ATLAS-CONF-2012-132 CMS-PAS-TOP-12-011

CMS-PAS-TOP-12-038ATLAS-CONF-2012-056

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryPlots

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryPlots
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsTOPSummaryPlots
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Probing the top quark: differential cross sections
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Figure 3: The particle-jet multiplicities for the electron channel and the jet pT thresholds (a) 25, (b) 40, (c)
60, and (d) 80 GeV. The data are shown in comparison to the ALPGEN+HERWIG, ALPGEN+PYTHIA
(↵S-down variation), MC@NLO+HERWIG and POWHEG+PYTHIA MC models. The data points and
their corresponding statistical uncertainty are shown in black, whereas the total uncertainty (syst. � stat.)
is shown as a shaded band. The MC predictions are shown with their statistical uncertainty.

14

Differential ttbar cross sections Jet multiplicity in ttbar events

Generally, good agreement with MC and/or approximate NNLO predictions

Many kinematic properties of top events have been measured

ATLAS-CONF-2012-155
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Non-“stat-like” 
systematics

Dominant systematics:
CMS:

- b-jet energy scale
- Color reconnection
- Total “non-stat” syst.: 0.98 GeV

ATLAS:
- Overall jet energy scale
- b-tagging efficiency and mistag
- Total “non-stat” syst.: 1.35 GeV

LHC combination effort on-going:  expect 0.5-0.7 GeV 

arXiv:1209.2319 ATLAS-CONF-2013-046

Measured in different channels with 
different techniques

Best measurements are in the lepton+jets channel

Only 7 TeV data used so far
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Diboson production at the LHC
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Diboson#produc*on#

5#

t-channel 

u-channel 

s-channel 

LO

NLO {t-channel

u-channel

s-channel
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Diboson production cross sections
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WW !  lνlν 
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•  Systematics errors dominant  
•  7 - 8% excluding luminosity 
•  Jet veto (~ 5%) 
•  Background (3 – 4%) 
•  Lepton efficiency etc. (3 – 4%) 

•  Measured cross-sections 10% – 20% 
above SM (~1σ for each meas.) 
•  H ! WW contribution ~ 3 (4)% at 7 (8) TeV 

CMS 8 TeV 

Cross sections a little high (~1 σ) 
relative to NLO QCD predictions

Largest deviation: 
CMS 8 TeV WW ( ~ 2 σ)

H -->WW contribution ~ 3 (4)% at 7 (8) TeV

ATLAS and CMS have performed 
extensive studies of diboson 

production:

7 TeV: Wγ, Zγ, WW, WZ and ZZ

8 TeV:              WW, WZ and ZZ

WW ➔ lνlν 

ZZ ➔ ll(ll/νν)

7 TeV

7 TeV

8 TeV

ATLAS-CONF-2013-020

Phys. Lett. B 721 (2013) 190–211CMS: arXiv:1306.1126;
ATLAS: Phys. Rev. D 87, 112001 (2013)

http://dx.doi.org/10.1016/j.physletb.2013.03.027
http://dx.doi.org/10.1016/j.physletb.2013.03.027
http://prd.aps.org/abstract/PRD/v87/i11/e112001
http://prd.aps.org/abstract/PRD/v87/i11/e112001
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Diboson differential cross sections
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FIG. 7: The normalized di↵erential WW fiducial cross section as a function of the leading lepton pT compared to the SM
prediction.

Leading lepton pT [GeV] [25,40] [40,60] [60,80] [80,100] [100,120] [120,140] [140, 350]
Weighted bin center [GeV] 33.6 50.2 70.2 89.1 107.1 127.5 180.4
1/�fid

WW ⇥ d�

fid
WW /dpT [GeV�1] 2.0⇥ 10�2 2.1⇥ 10�2 8.2⇥ 10�3 2.7⇥ 10�3 2.2⇥ 10�3 9.5⇥ 10�4 6.2⇥ 10�5

Relative uncertainty 6.7% 4.8% 8.2% 17.0% 17.1% 25.5% 41.0%
Correlation 1 �0.43 �0.33 �0.27 �0.27 �0.13 �0.29

1 �0.29 �0.29 �0.23 �0.30 �0.15
1 �0.01 �0.04 0.02 0.03

1 0.21 0.11 0.14
1 0.23 0.11

1 0.27
1

TABLE VII: Normalized fiducial cross section together with the overall uncertainty in bins of the leading lepton pT. The
weighted bin center is calculated as the cross-section-weighted average of the leading lepton pT in each bin derived from
mc@nlo and gg2WW. The correlation coe�cients between di↵erent leading lepton pT bins are also shown. Only half of the
symmetric correlation matrix is presented.

A reweighting method is applied to SM WW events
generated with mc@nlo and processed through the full
detector simulation to obtain the leading lepton p

T

dis-
tribution with anomalous couplings. The reweighting
method uses an event weight to predict the rate with
which a given event would be generated if anomalous
couplings were present. The event weight is the ratio of
the squared matrix elements with and without anomalous
couplings i.e., |M|2/|M|2

SM

, where |M|2 is the matrix
element squared in the presence of anomalous couplings
and |M|2

SM

is the matrix element squared in the SM.
The event generator bho [48] is used for the calculation
of the two matrix elements. Generator-level comparisons
of WW production between mc@nlo and bho with all
anomalous couplings set to zero are performed and con-
sistent results are obtained. Samples with di↵erent sets
of anomalous couplings are generated and the ratio of

the leading lepton p
T

distribution to the SM prediction
is parameterized as a function of the input anomalous
coupling parameters. This function is then used to inter-
polate the leading lepton p

T

distribution for any given
anomalous couplings. To verify the reweighting method,
the event weights for a given set of anomalous couplings
are calculated and applied to events generated with bho

assuming no anomalous couplings. The reweighted dis-
tributions are compared to those predicted by the bho

generator, and good agreement is observed for the inclu-
sive cross section and for the kinematic distributions as
shown in Fig. 8(a).

Figure 8(b) compares the reconstructed leading lep-
ton p

T

spectrum in data with that from the sum of ex-
pected signal and background contributions. The pre-
dicted leading lepton p

T

distributions for three di↵erent
anomalous TGC values are also shown. Events at high

Bin centers are cross-section 
weighted averages

WW ➔ lνlν 

WW ➔ lνlν 

Anomalous TGC
(New Physics)

Normalized cross section

Raw distribution Unfolded distribution

Can be compared with
other theoretical predictions

No deviations observed in the differential kinematic distributions for 
Wγ, Zγ, WW, WZ or ZZ Phys. Rev. D 87, 112001 (2013)

http://prd.aps.org/abstract/PRD/v87/i11/e112001
http://prd.aps.org/abstract/PRD/v87/i11/e112001
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Triple gauge couplings

Charged couplings:
LHC limits similar to LEP limits

Neutral couplings:
LHC limits already far stricter 
than LEP limits

29

Charged couplings

Wγ, WW and WZ 5 anomalous
charged couplings

Zγ and ZZ 8 anomalous
neutral couplings

{Channels

No deviations from SM have been observed

Limits assume no form factor Λ = infinty
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New frontiers in SM physics at LHC
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Single Z electroweak production

First evidence for electroweak Z production
Uses BDT to separate signal form enormous QCD Z+2 jets background
Statistically limited measurement consistent with SM expectations
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Beyond Dibosons at LHC: QGC and VBF/VBS III 

37 

• What measurements are available today ? CMS have been pioneers in this area, with 
two ambitious, but statistically very limited, results: 

Extracting EWK production of single Z in 5 fb-1 of 7 TeV data (hep-ex 1306.xxxx):  
• Choose two highest PT jets to be tag jets, and optimize jet criteria to select EWK tag 

jets using processes implemented in MadGraph5 – technically analysis aims to extract 
EWK production of single Z, since it is not obvious that VBF contribution is dominant. 

• Demonstrate good modeling of dominant QCD Z+jets background in relevant variables 
and regions of phase space. 

• Extensive use of BDT to “concentrate” EWK contributions at high discriminant values. 
• Resulting “excess” is consistent with expectations for EWK Z production: 

 

 
 VBF

arXiv:1305.7389

Similar to VBF Higgs production
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Exclusive production of WW (γγ ➔ WW)

pp ➔ p(*) W+W- p (*) ➔ p(*) eμ p (*)

Only two leptons from primary vertex (no other tracks)

32

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a

t
i
o

n
o

n
l
y

Beyond Dibosons at LHC: QGC and VBF/VBS IV 
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Exclusive production of WW (JJ ->WW) in 5 fb-1 of 7 TeV data (hep-ex 1305.5596):  
• Choose only OS Pe channel to reduce DY backgrounds. Require PT(Pe) > 30 GeV. 
• Force exclusive production mode (VBF-like) by requiring only two leptons are 

associated with primary vertex for final SM signal region (no other tracks from PV). 
• Set limits on aQGC by looking for events with PT(Pe) > 100 GeV. 
• Lower left plot shows the distribution of estimated backgrounds in N(extra tracks), 

center plot shows 2 signal events after all cuts, consistent with expectations, lower 
right plot shows AQGC limit setting before PT(Pe) > 100 GeV cut removes all events. 

• Limits on aQGC are a0
W//2 < 10-4 and aC

W//2 < 10-3 for /=500 GeV, 100x below LEP. 
 

σ = 2.2 +3.3-2.0 fb
arXiv:1305.5596
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Figure 10: The pT(µ±e⌥) distribution for events with zero extra tracks (left) and multiplicity of extra
tracks for events with pT(µ±e⌥) > 100 GeV (right). The backgrounds (solid histograms) are stacked
with statistical uncertainties indicated by the shaded region, the signal (open histogram) is stacked on
top of the backgrounds. The expected signal is shown for the SM gg ! W+W� signal (solid lines) and
for two representative values of the anomalous couplings aW

0 /L2 and aW
C /L2 (dotted and dashed lines).

Table 6: Signal efficiency of all trigger, reconstruction, and analysis selections, relative to the
acceptance [pT(µ, e) > 20 GeV, |h(µ, e)| < 2.4, pT(µ±e⌥) > 100 GeV] for the SM and for four
representative values of the anomalous couplings aW

0 /L2 and aW
C /L2, with and without form

factors.

aW
0 /L2 [GeV�2] 0 2 ⇥ 10�4 �2 ⇥ 10�4 7.5 ⇥ 10�6 0

aW
C /L2 [GeV�2] 0 0 �8 ⇥ 10�4 0 2.5 ⇥ 10�5

L [GeV] – 500 500 No form factor No form factor
Efficiency 30.5 ± 5.0% 29.8 ± 2.1% 31.3 ± 1.8% 36.0 ± 1.7% 36.3 ± 1.8%

per endpoint, as it changes the nature of the problem from a purely discrete observation with
typical over-coverage to a continuous problem with exact coverage. To avoid an effect such
as this, Cousins and Highland [52] advocated a Bayesian treatment of the nuisance parameter,
which in a case such as the present one leaves the upper endpoint essentially unchanged. This
results in an upper limit on the partial cross section times branching fraction at 95% CL with
the selections pT(µ, e) > 20 GeV, |h(µ, e)| < 2.4, and pT(µ±e⌥) > 100 GeV:

s(pp ! p(⇤)W+W�p(⇤) ! p(⇤)µ±e⌥p(⇤)) < 1.9 fb.

We further investigate the behavior of the limit in different statistical approaches, with and
without the systematic uncertainties included as nuisance parameters. The limits derived from
a profile likelihood method, a Bayesian method with a flat prior, the Feldman-Cousins method,
the Cousins and Highland method, and the CLS method [53] range from 1.9 to 3.3 events at
95% CL.

The expected number of events observed as a function of the anomalous quartic gauge coupling
parameters is interpolated from simulated samples and used to construct 95% CL intervals
according to the Feldman–Cousins prescription. With a dipole form factor of Lcutoff = 500 GeV,
the limits obtained on each anomalous quartic gauge coupling parameter with the other fixed

Set limits on aQGC 
using events with 
PT(μe) > 100 GeV

Limit results:
   x20 Tevatron
   x100 LEP 
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Monte Carlo (MC) Simulation
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I RESBOS
I NLO generator with

resummation at low boson pT
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I Simulation of photon

emmission
I Fast parametric MC simulation.

I Electron Model
I Recoil Model

W Mass at D0 D. Boline Stony Brook University / DØ 8 / 19

The challenges of the W Boson Mass

33

06/02/2012 Yu Zeng, CIPANP, St. Petersburg, FL 2

z W boson mass is an important parameter of the SM.

z Precise knowledge of W boson mass, together with top quark mass,
constrains the mass of the unobserved Higgs boson, and possibly 
new particles beyond the SM.

- For the same constraining power on Higgs mass:

- World-average of W mass (Feb. 2012)

- Progress on               has the biggest 
impact on Higgs constraint!

Motivation for Precision Measurements

(before Feb. 2012)

�mt = 0.9 GeV � �mW � 5 MeV

�mW

mH < 161 GeV at 95% C.L.

mW = 80399± 23 MeV
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The challenges of the W Boson Mass

34

06/02/2012 Yu Zeng, CIPANP, St. Petersburg, FL 2

z W boson mass is an important parameter of the SM.

z Precise knowledge of W boson mass, together with top quark mass,
constrains the mass of the unobserved Higgs boson, and possibly 
new particles beyond the SM.

- For the same constraining power on Higgs mass:

- World-average of W mass (Feb. 2012)

- Progress on               has the biggest 
impact on Higgs constraint!

Motivation for Precision Measurements

(before Feb. 2012)

�mt = 0.9 GeV � �mW � 5 MeV

�mW

mH < 161 GeV at 95% C.L.

mW = 80399± 23 MeV

Detector resolution in MT broader than PT(l), due to pileup
Most likely use PT(l) fits => more sensitive to PT(W) distribution

Lower x production, no valence anti-quarks ==> less known PDFs
(s-quark > 10% at 7/8 TeV)

In-situ PDF fitting?

W+ and W- have different kinematics
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Monte Carlo (MC) Simulation
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The challenges of the W Boson Mass

Need excellent 
understanding of 
detector and MC 

simulation 34

06/02/2012 Yu Zeng, CIPANP, St. Petersburg, FL 2

z W boson mass is an important parameter of the SM.

z Precise knowledge of W boson mass, together with top quark mass,
constrains the mass of the unobserved Higgs boson, and possibly 
new particles beyond the SM.

- For the same constraining power on Higgs mass:

- World-average of W mass (Feb. 2012)

- Progress on               has the biggest 
impact on Higgs constraint!

Motivation for Precision Measurements

(before Feb. 2012)

�mt = 0.9 GeV � �mW � 5 MeV

�mW

mH < 161 GeV at 95% C.L.

mW = 80399± 23 MeV

Detector resolution in MT broader than PT(l), due to pileup
Most likely use PT(l) fits => more sensitive to PT(W) distribution

Lower x production, no valence anti-quarks ==> less known PDFs
(s-quark > 10% at 7/8 TeV)

In-situ PDF fitting?

W+ and W- have different kinematics
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What’s next?
Many more results to come in the next few months

We are just starting SM physics with the 8 TeV data
Later:

Conclusions

Besides finding the last missing piece of the SM...
Found impressive agreement with theory across orders 
of magnitude

Continuing to explore ever smaller cross sections
Established a stable ground for new physics searches

Still, deeper understanding is needed:
Parton distribution function
NNLO QCD calculations and NLO EWK corrections

35

Vector Boson Fusion Vector Boson Scattering

W Z tt t WW WZ Wt ZZ

 [p
b]

to
ta

l
σ

1

10

210

310

410

510

-15.8 fb

-14.7 fb

-12.1 fb
-14.6 fb

-14.7 fb
-11.0 fb

-11.0 fb

-135 pb

-135 pb
 = 7 TeVsLHC pp 

Theory
)-1Data 2010 (L = 35 pb

)-1Data 2011 (L = 1.0 - 4.7 fb

 = 8 TeVsLHC pp 
Theory

)-1Data 2012 (L = 5.8 fb

ATLAS PreliminaryATLAS PreliminaryATLAS Preliminary

We have re-established the Standard Model at the LHC 
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Top pair production cross section at 7 and 8 TeV
Comparisons with new theoretical predictions

36
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Inclusive Jet and Dijet Cross Sections at 7 TeV

37Felix Müller, Jet and Dijet Production, EWC4LHC, Sept 23rd - Sept 26th, IPPP Durham 10

Inclusive Jet and Dijet Cross Section

Inclusive jet cross section Dijet cross section

● Kinematic range:
|y| < 4.4, 20 < p

T
 < 1500 GeV

● Very good agreement over
9 orders of magnitude

● y* = |y
1
 - y

2
| / 2 < 4.4

60GeV < m
12 

< 4.1TeV

● Very good agreement

Inclusive jet cross section Dijet cross section
L = 37 pb-1

NLOJET++ prediction with CT10

Testing predictions over 9 orders of magnitude!

Phys.Rev. D86 (2012) 014022

http://prd.aps.org/abstract/PRD/v86/i1/e014022
http://prd.aps.org/abstract/PRD/v86/i1/e014022
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Inclusive jet cross section at 2.76 TeV

38

Uncertainties on 2.76TeV jet cross section

Uncertainties on the ratio 2.76 TeV to 7 TeV jet cross sections
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Anomalous triple gauge couplings
Limits on 5 anomalous charged couplings accessible in Wγ, 
WW and WZ channels

Stronger limits:
CMS WW/WZ ➔ lνjj uses fit to pT(dijet) distribution

No deviations from the SM have been been observed
LHC limits already at the level of LEP limits

39



US ATLAS W
orkshop -- Argonne -- Jul 2013 --  Joao G

uim
araes          

Fiducial differential cross sections

40
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FIG. 7: The normalized di↵erential WW fiducial cross section as a function of the leading lepton pT compared to the SM
prediction.

Leading lepton pT [GeV] [25,40] [40,60] [60,80] [80,100] [100,120] [120,140] [140, 350]
Weighted bin center [GeV] 33.6 50.2 70.2 89.1 107.1 127.5 180.4
1/�fid

WW ⇥ d�

fid
WW /dpT [GeV�1] 2.0⇥ 10�2 2.1⇥ 10�2 8.2⇥ 10�3 2.7⇥ 10�3 2.2⇥ 10�3 9.5⇥ 10�4 6.2⇥ 10�5

Relative uncertainty 6.7% 4.8% 8.2% 17.0% 17.1% 25.5% 41.0%
Correlation 1 �0.43 �0.33 �0.27 �0.27 �0.13 �0.29

1 �0.29 �0.29 �0.23 �0.30 �0.15
1 �0.01 �0.04 0.02 0.03

1 0.21 0.11 0.14
1 0.23 0.11

1 0.27
1

TABLE VII: Normalized fiducial cross section together with the overall uncertainty in bins of the leading lepton pT. The
weighted bin center is calculated as the cross-section-weighted average of the leading lepton pT in each bin derived from
mc@nlo and gg2WW. The correlation coe�cients between di↵erent leading lepton pT bins are also shown. Only half of the
symmetric correlation matrix is presented.

A reweighting method is applied to SM WW events
generated with mc@nlo and processed through the full
detector simulation to obtain the leading lepton p

T

dis-
tribution with anomalous couplings. The reweighting
method uses an event weight to predict the rate with
which a given event would be generated if anomalous
couplings were present. The event weight is the ratio of
the squared matrix elements with and without anomalous
couplings i.e., |M|2/|M|2

SM

, where |M|2 is the matrix
element squared in the presence of anomalous couplings
and |M|2

SM

is the matrix element squared in the SM.
The event generator bho [48] is used for the calculation
of the two matrix elements. Generator-level comparisons
of WW production between mc@nlo and bho with all
anomalous couplings set to zero are performed and con-
sistent results are obtained. Samples with di↵erent sets
of anomalous couplings are generated and the ratio of

the leading lepton p
T

distribution to the SM prediction
is parameterized as a function of the input anomalous
coupling parameters. This function is then used to inter-
polate the leading lepton p

T

distribution for any given
anomalous couplings. To verify the reweighting method,
the event weights for a given set of anomalous couplings
are calculated and applied to events generated with bho

assuming no anomalous couplings. The reweighted dis-
tributions are compared to those predicted by the bho

generator, and good agreement is observed for the inclu-
sive cross section and for the kinematic distributions as
shown in Fig. 8(a).

Figure 8(b) compares the reconstructed leading lep-
ton p

T

spectrum in data with that from the sum of ex-
pected signal and background contributions. The pre-
dicted leading lepton p

T

distributions for three di↵erent
anomalous TGC values are also shown. Events at high

Bin centers are cross-section 
weighted averages

WW ➔ lνlν 

WZ ➔ lllν WZ ➔ lllν 

WW ➔ lνlν 
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Fiducial differential cross sections

41

 [GeV]Z
Tp

0 50 100 150 200 500 550 600D
a
ta

/M
C

 

0.5
1

1.50 50 100 150 200 500 550 600

 [
1
/G

e
V

]
Z T

/d
p

Z
Z

fid
σ

 d
× 

Z
Z

fid
σ

1
/

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02 ATLAS  
=7 TeVs

-1
 L dt = 4.6 fb∫

POWHEG BOX
Data
Stat. Uncertainty
Total Uncertainty

-
l+l

-
l+ l→ZZ 

(a)

 [GeV]Z
Tp

60 80 100 120 140 160 180 200D
a
ta

/M
C

 

0.5
1

1.5 60 80 100 120 140 160 180 200

 [
1
/G

e
V

]
Z T

/d
p

Z
Z

fid
σ

 d
× 

Z
Z

fid
σ

1
/

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02 ATLAS  
=7 TeVs

-1
 L dt = 4.6 fb∫

POWHEG BOX
Data
Stat. Uncertainty
Total Uncertainty

νν
-
l+ l→ZZ 

(b)

Figure 8. Unfolded ZZ fiducial cross sections in bins of the pT of the leading Z boson for (a) the ZZ !
`+`�`0+`0� selection, where a discontinuity is indicated by the parallel pairs of lines, and (b) the ZZ ! `+`�⌫⌫̄

selection.
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Figure 9. Unfolded ZZ fiducial cross sections in bins of the ��(`+, `�) of the leading Z boson for (a) the

ZZ ! `+`�`0+`0� selection and (b) the ZZ ! `+`�⌫⌫̄ selection.

chosen, so that expected limits are within the values allowed by requiring that unitarity is not violated
at LHC energies [3]. The results with an energy cuto↵ ⇤ = 1 (i.e. without a form factor) are also
presented as a comparison in the unitarity violating scheme.

Limits on anomalous nTGCs are determined using the observed and expected numbers of ZZ !
`+`�`0+`0� and ZZ ! `+`�⌫⌫̄ events binned9 in pZ

T

, as seen in table 8. Figure 11 shows the observed
pZ
T

distributions, together with the SM expectation and the predicted distributions for nTGC values
close to the previous limits obtained by ATLAS [13]. Using an increased data sample compared

9The raw (i.e. not unfolded) di↵erential event yields are used, to avoid introducing theory dependence.

– 21 –

ZZ ➔ llll 

ZZ ➔ llll 

ZZ ➔ llνν 

ZZ ➔ llνν 
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Triple Gauge Couplings (WWZ and WWγ)

42

The effective Lagrangian for model-independent charged triple 
gauge couplings can be expressed as:

V = Z or γ,  gWWγ = -e , and gWWZ = -e cot(θW)

In the Standard Model:   (g1V, kV, λV) = (1,1,0)SM 

Set limits on:                Δg1V = g1V -1, ΔkV = kV – 1, λV

Introduce arbitrary cut-off scale Λ  to enforce unitarity

Cross section with aTGCs has strong energy dependence 
kZ proportional to √ŝ ;  g1Z  and λZ ~ ŝ          
➔ measure differential cross-section sensitive to √ŝ
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Anomalous TGC effect in WZ production

43

aTGCs:#effect#on#WZ#produc*on#

Mass#of#WZ#system,#m(WZ)#[GeV]#

(1
/σ
)#d

σ/
dm

(W
Z)
#

Truth&level*

Z#Transverse#Momentum#pT(Z)#[GeV]#

(1
/σ
)#d

σ/
dp

T(Z
)# Truth&level*

α#[anomalous#coupling]##

σ(
α)
/σ

SM
#

Truth&level*

33#

•  Cross#sec*on#increases#with#aTGCs#

•  Cross#sec*on#prop.#to#(aTGC)2#
#!sensi*vity#improves#as#~#L1/4#

•  Distribu*ons#sensi*ve#to#ŝ1/2#of#
interac*on#are#sensi*ve#to#aTGCs#

aTGCs:#Differen*al#ZpT#Analysis#
Background#Es*ma*on#
•  Data\driven#es*mates#in#bins#of#ZpT#

Systema*c#Uncertain*es#
•  Systema*cs#which#affect#shape#and#

normaliza*on#

Bin\to\bin#correla*ons#
•  Correla*on#in#background#es*mates#
•  Correla*ons#in#systema*c#

uncertain*es#
•  Correla*on#between#channels#and#

bins#
#
Binning#Op*miza*on#
•  More#sensi*vity#versus#ability#to#

es*mate#background,#length#of#fiáng#
*me,#stability#of#expected#limits#

34#
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Fig. 4 p

Z
T

of W±
Z candidate events. Data are shown together

with expected background and signal events, assuming the
Standard Model. Expected events in the case of anomalous
TGC witout form factor are also shown, for values of each of
the three anomalous couplings which correspond to the upper
limit of the expected 99% confidence interval. The last bin is
shortened for display purposes.

with ŝ and can be directly reconstructed from the mea-569

sured lepton momenta with good precision. The data570

are therefore divided into six 30GeV wide bins in p

Z
T

571

followed by a wide bin that includes 180–2000GeV.572

MC@NLO [11] is used to generateW±
Z events with573

non-SM TGC. The generator computes, for each event,574

a set of weights that can be used to reweight the full575

sample to any chosen set of anomalous couplings. This576

functionality is used to express the predicted signal577

yields in each bin of p

Z
T

as a function of the anoma-578

lous couplings. Figure 4 shows the p

Z
T

distribution for579

the SM together with the distributions expected for a580

non-zero value (corresponding to the upper limit of the581

expected 99% confidence interval) of one of the anoma-582

lous couplings while the other two are set to zero. The583

greater sensitivity to anomalous couplings in the last584

bin of pZ
T

is evident.585

Frequentist confidence intervals are set on the anoma-586

lous couplings by combining the observed number of587

candidate events in each p

Z
T

bin, the expected signal588

as a function of the anomalous couplings and the es-589

timated number of background events, and forming a590

profile likelihood test [32]. The systematic uncertainties591

are included in the likelihood function as nuisance pa-592

rameters with correlated Gaussian constraints. A point593

in the anomalous TGC space is accepted (rejected) at594

the 95% confidence level if less (more) than 95% of ran-595

domly generated pseudo-experiments exhibit a value of596

the profile likelihood ratio larger than that observed in597

data.598

Table 6 summarizes the observed 95% confidence599

intervals on the anomalous couplings �g

Z
1

, �

Z , and600

�

Z , with the cut-o↵ scale ⇤ = 2 TeV and without the601

Table 6 Expected and observed 95% confidence intervals on
the anomalous couplings �g

Z
1

, �

Z , and �

Z . The expected
intervals assume the Standard Model values for the couplings.

Observed Expected Observed
⇤ = 2 TeV no form factor no form factor

�g

Z
1

[�0.072, 0.134] [�0.046, 0.080] [�0.057, 0.093]
�

Z [�0.41, 0.69] [�0.33, 0.47] [�0.37, 0.56]
�

Z [�0.063, 0.066] [�0.041, 0.040] [�0.046, 0.048]

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

Z
κ∆

Z
λ

1

Zg∆

 = 7 TeVsATLAS, 

∞ = Λ,  -14.6 fb

 = 7 TeVsATLAS, 

 = 2 TeVΛ,  -14.6 fb

 = 1.96 TeVsCDF, 

 = 2 TeVΛ,  -17.1 fb

 = 1.96 TeVsD0, 

 = 2 TeVΛ,  -14.1 fb

ATLAS Preliminary

-
l

+
lν

±
 l→Z 

±
W

95% C.I.

Fig. 5 Anomalous TGC limits at 95% confidence level from
ATLAS (this work), CDF [33], and D0 [34]. Luminosities,
centre-of-mass energy and cut-o↵ ⇤ for each experiment are
shown.

form factor. The limits on each anomalous TGC param- 602

eter are obtained with the other two anomalous TGC 603

parameters set to zero. The expected intervals in Ta- 604

ble 6 are medians of the 95% confidence-level upper and 605

lower limits obtained in pseudo-experiments that as- 606

sume the SM coupling. The widths of the expected and 607

observed confidence intervals are dominated by statisti- 608

cal uncertainty. Figure 5 compares the observed limits 609

with the Tevatron results [33, 34]. 610

The 95% confidence regions are shown as contours 611

on the (�g

Z
1

,�

Z), (�g

Z
1

,�

Z), and (�

Z
,�

Z) planes 612

in Figure 6. In each plot the remaining parameter is set 613

to the SM value. The limits were derived with no form 614

factor. 615

6.3 Normalized Fiducial Cross-Sections 616

The e↵ective Lagrangian adopted in the TGC analysis 617

in Section 6.2 allows us to probe non-SM physics with 618

little model dependence. An alternative approach is to 619

measure kinematic distributions, such as the p

Z
T

spec- 620

trum, that could be compared with model-dependent 621

WZ
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Triple Gauge Couplings (WWZ and WWγ)
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(from PT(γ) distribution)(using PT(l) distribution)

Wγ
WW
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neutral Triple Gauge Couplings (ZZZ and ZZγ)
Possible vertices using an effective Lagragian

45

ZZZ, ZZγ

(f4Z, f4γ, f5Z, f5γ) = (0,0,0,0)SM

!  Effective Lagrangian to model generic new contributions to TGCs 
!  In SM, all new couplings are zero, except g1

V=κV=1 
!  For WWγ vertex analysis, fix g1

γ=1 to ensure EM gauge invariance 
!  Form factor, with scale Λ, can be used to suppress divergent cross section  

at large √s and preserve unitarity 

!  All ATLAS anomalous TGC limits use 1fb-1 of  2011 data 
Michael Kagan CIPANP 2012 19 

ANOMALOUS TRIPLE GAUGE 
COUPLINGS 

For WZ, WW 
analyses 

For ZZ analysis = !
e
MZ

2 f4
V ("µV

µ! )Z" ("
"Z! )+ f5

V ("#V#µ ) !Z
µ!Z!

#$ %&

PANIC2011 @ MIT 2011/07/25 C. Goeringer 15

Triple Gauge Couplings
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Sensitivity to new physics!
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Possible vertices using a generalised Lagrangian
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Scale dependent formfactor

 

with cutoff

 

scale �

 

O(2TeV):

=

 

ATLAS: cross sections as TGC limit input

=

 

Tevatron: differential distributions as TGC limit input

ATLAS limits consistent and competitive

Use of differential distributions:  will increase sensitivity

ZZZ,ZZ�
WWZ

TGC

Scale dependent 
form-factors

with cutoff scale Λ

(using PT(Z) distribution)

CP-violating CP-conserving
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Three years at the Energy Frontier
Remarkable LHC operation….
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Stability of electron energy response versus pileup 
With bipolar LAr pulse shape bunch-integrated pileup contribution cancels* 

Reconstructed e energy in Z → ee and W → eν (E/p) 

•  Left plot: relative stability versus <µ> better than 0.1% 

•  Center: however, energy rise versus number of vertices seen:             
expected from in-time versus out-of time selection bias  

•  Right: data / MC ratio: effect well reproduced by simulation 

Eur. Phys. J. C (2010) 70: 723–753 745

Fig. 13 Typical pulse shapes, recorded during the cosmic ray cam-
paign, for a given cell in the second layer for the barrel (top left) and
the endcap (top right) of the EM calorimeter, as well as in the first layer

of the HEC (bottom left) and in the third layer of the FCal (bottom
right). The relative difference between data and prediction is indicated
by triangles on the right scale

have been used. Figure 13 shows a typical 32-sample pulse
recorded in the barrel (top left) and the endcap (top right)
of the EM calorimeter, as well as in the HEC (bottom left).
In each case, the pulse shape prediction, scaled to the mea-
sured cell energy, agrees at the few percent level with the
measured pulse.
As already mentioned, in the FCal the calibration pulse

is injected at the base-plane of the front-end crates, and
therefore the response to a calibration signal differs signif-
icantly from the response to an ionization pulse, prevent-
ing the use of methods described above. Instead, seven sam-
ple pulse shapes recorded during the beam test campaign
[9, 10] have been averaged to obtain a normalized reference
pulse shape for each layer. Figure 13 (bottom right) shows a
typical example where the agreement between the reference
pulse shape and the data is at the 4% level.

3.4.2 Quality of signal reconstruction
in the EM calorimeter

Several PeV were deposited in the full calorimeter in LHC
beam splash events. As an example, Fig. 14 shows the en-
ergy deposited in the second layer of the EM calorimeter.
The structure in φ reflects the material encountered by the
particle flux before hitting the calorimeter, such as the end-
cap toroid. In this layer, a total of 5 × 105 five sample sig-
nal shapes with at least 5 GeV of deposited energy were

recorded. These events were used to estimate the quality of
the pulse shape prediction for every cell.
For this purpose, a Q 2-estimator is defined as :

Q 2 =
1

Ndof

N samples

j = 1

(s j − Ag physj )2

σ2noise + (kA) 2
, (9)

where the amplitude A (3) is computed with a number of
samples N samples = 3 (because the timing was not yet ad-
justed everywhere for the beam splash events, not all sam-
ples can be used), sj is the amplitude of each sample j , in
ADC counts, gphysj is the normalized predicted ionization
shape and k is a factor quantifying the relative accuracy of
the amplitude A . Assuming an accuracy of around 1%, with
the 5 GeV energy cut applied one has σ2noise < (kA) 2. In
this regime, it is possible to fit a χ 2 function with 3 degree
of freedom on the Q 2 × Ndof distribution over cells in the
central region (where the Q 2 variation is small). Therefore,
Ndof = 3. A given value of Q 2 can be interpreted as a preci-
sion on the amplitude at the level kQ .
Figure 15 shows the Q 2-estimator in the second layer of

the EM calorimeter averaged over φ, assuming k = 1.5%
corresponding to Q 2 � 1 for η � 0. The accuracy is de-
graded by at most a factor of � 2 (i.e. Q 2 � 4) in some end-
cap regions. This shows that these data can be described with
a reasonable precision.
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ETmiss and tau reconstruction versus pileup 
Pileup dependence from soft activity in calorimeter 
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Robustness of Object Reconstruction and Identification vs Pile-up 
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Re-establishing the SM at LHC
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W: May 2010
Z: Jun 2010

Top: Jul 2010

WW: Dec 2010

ZZ: Jul 2011

W: 1988
Z: 1988

Top: 1994
WW: 2005

ZZ: 2008

Tevatron timeline ATLAS timeline

WZ: Mar 2011

WZ: 2007 H: July 4, 2012?

W.J. Stirling, private communication
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Z inclusive cross section
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FEWZ

 Phys. Rev. D85 (2012) 072004

http://prd.aps.org/abstract/PRD/v85/i7/e072004
http://prd.aps.org/abstract/PRD/v85/i7/e072004
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W inclusive cross section
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LHC

Tevatron

SPS

RHIC

(First measurement in pp collisions)

FEWZ

 Phys. Rev. D85 (2012) 072004

http://prd.aps.org/abstract/PRD/v85/i7/e072004
http://prd.aps.org/abstract/PRD/v85/i7/e072004
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Measurements of Z + jets
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Measurements of Z+Jets (7 TeV 5fb-1) II 

8 

• Compare unfolded distributions to suite of MC predictions. Note Blackhat+Sherpa 

predictions have non-perturbative corrections, computed with 

Alpgen+Herwig/Pythia, applied. Left is jet multiplicity, right is ratio of n+1/n jets. 

• Comparison is for absolute cross-sections. Note Alpgen/Sherpa n>5 uses PS. 

Z+Jets   hep-ex 1304.7098 
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Measurements of Z+Jets (7 TeV 5fb-1) III 

9 

• Compare normalized PT distributions to suite of MC predictions. As in previous 
plots, MC@NLO does not describe data well (first jet is LO, other jets come from 
PS). Overall, multi-leg LO generators do surprisingly well. Left is PT (leading jet), 
right is PT(second leading jet). 

Z+Jets   hep-ex 1304.7098 
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From SM WW to H --> WW
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FIG. 6: Distributions for WW candidates with all selection criteria applied and combining ee, µµ and eµ channels: (a) leading
lepton pT (b) opening angle between the two leptons (��(``0)), (c) pT and (d) mT of the ``

0 + E

miss
T system. The points

represent data. The statistical and systematic uncertainties are shown as grey bands. The stacked histograms are from MC
predictions except the background contributions from the Drell-Yan, top-quark and W+jets processes, which are obtained from
data-driven methods. The prediction of the SM WW contribution is normalized to the inclusive theoretical cross section of
44.7 pb.

ee µµ eµ Combined
Data 174 330 821 1325
WW 100±2±9 186±2±15 538±3±45 824±4±69
Top 22±12±3 32±14±5 87±23±13 141±30±22
W+jets 21±1±11 7±1±3 70±2±31 98±2±43
Drell-Yan 12±3±3 34±6±10 5±2±1 51±7±12
Other dibosons 13±1±2 21±1±2 44±2±6 78±2±10
Total background 68±12±13 94±15±13 206±24±35 369±31±53
Total expected 169±12±16 280±16±20 744±24±57 1192±31±87

TABLE V: Summary of observed and expected numbers of signal and background events in three individual channels and
their combination (contributions from SM Higgs, VBF and DPS processes are not included). The prediction of the SM WW

contribution is normalized to the inclusive theoretical cross section of 44.7 pb. The first and second uncertainties represent the
statistical and systematic uncertainties, respectively.

Higgs contribution: 3%

Further kinematic cuts

(note: 7 TeV Higgs analysis for proper comparison)
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Summary of diboson cross section measurements
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(Non-Exhaustive) Summary of Diboson Cross Section Measurements

16See bibliography in backup for inputsDave Evans, HCP 2012  
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Anomalous triple gauge couplings
Limits on 8 anomalous neutral couplings accessible in Zγ 
and ZZ channels

Zγ limits (Zγ ➔ ννγ):
ATLAS fits events with ET(γ) > 100 GeV
CMS uses ET(γ) > 400 GeV

No deviations from the SM have been been observed
LHC limits already at the level of LEP limits 54
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The highest-mass central dijet very well measured event. Two central jets with invariant mass of 4.7 TeV 

mjj = 4.7 TeV 

pT
 (j1, j2) = 2.3-2.2 TeV 

 

ET
miss = 47 GeV 

Two Central Jets 
Two Central Jets 

113
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Dibosons: Wγ/Zγ 

56

Fragmentation

Final State
Radiation

Initial State
Radiation

ΔR(l, γ) > 0.7

Suppress

Suppress
Isolation requirement
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 Inclusive Results

lν
γ

ll
γ

● Sherpa/Alpgen (LO Monte Carlo) is normalized to the observed yields 
● Multi-leg Monte Carlo describes distribution better

Dibosons: Wγ and Zγ @ 7 TeV 

57

Wγ: Agreement with NLO MCFM calculation is not great
Exclusive calculation (Njet =0) is good

Inclusive

Wγ

Inclusive

Zγ

Zγ: Better agreement with NLO MCFM calculation
Similar observations at CMS
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Dibosons: WW

58

Challenge (1): missing energy

5
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FIG. 2: Comparison between data and simulation for the dilepton invariant mass distribution before the m``0 cut for the (a)
ee, (b) µµ and (c) eµ channels, respectively.

 [GeV]T,Rel
missE

0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

5G
eV

1

10

210

310

410

510

610
Data
Drell-Yan
top-quark
W+jets
non-WW diboson

νeνe→WW

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(a)

 [GeV]T,Rel
missE

0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

5G
eV

1

10

210

310

410

510

610 Data
Drell-Yan
top-quark
W+jets
non-WW diboson

νµνµ→WW

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(b)

 [GeV]T,Rel
missE

0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

5G
eV

1

10

210

310

410
Data
Drell-Yan
top-quark
W+jets
non-WW diboson

νµνe→WW

ATLAS
-1Ldt = 4.6 fb∫

 = 7 TeVs

(c)

FIG. 3: Comparison between data and simulation for the E

miss
T, Rel distribution before the E

miss
T, Rel cut for the (a) ee, (b) µµ and

(c) eµ channels, respectively.

dence of the jet requirement. For this reason, a dedicated
method [37] is employed to calculate the scale uncertainty
on the cross-section calculation in the fiducial phase space
with a jet veto requirement, which assumes that uncer-
tainties on inclusive jet cross sections are uncorrelated.
Due to the requirement of no generator-level jets in the
definition of the fiducial phase space, uncertainties asso-
ciated with parton shower and hadronization models are
estimated by comparing results from WW MC samples
generated with the powheg-box [38] event generator in-
terfaced with either herwig or pythia [39].

Uncertainties on CWW are calculated using uncertain-
ties on the lepton trigger, reconstruction and isolation
e�ciencies, as well as energy scale and resolution uncer-
tainties on the reconstruction of lepton, jet, soft clustered
energy in the calorimeter, and energy deposits from addi-
tional pp collisions. The uncertainty on the single-lepton
trigger e�ciency is less than 0.5% [40]. Electron and
muon reconstruction and identification e�ciency uncer-
tainties are less than 2.0% and 0.4%, respectively [41].
The lepton isolation e�ciency is determined with an un-
certainty of 0.3% and 0.2% for electrons and muons, re-
spectively. The simulation is corrected for the di↵erences
with respect to the data in lepton energy scale and res-

olution. The uncertainty is less than 1.0% and 0.1% on
the energy scale and less than 0.6% and 5.0% on the res-
olution, for electrons and muons, respectively [31]. Un-
certainties on the jet energy scale (JES) range from 2.5%
to 8%, varying with jet p

T

and ⌘ [42]. Uncertainties on
the jet energy resolution (JER) range from 9–17% for jet
p
T

' 30 GeV to about 5–9% for jets with p
T

> 180 GeV
depending on jet ⌘ [42]. The uncertainties on the lepton
energy scale and resolution, JES and JER are propagated
to the Emiss

T

, which also receives contributions from en-
ergy deposits due to additional pp collisions in the same
or close by bunch crossings, and from energy deposits
not associated with any reconstructed object [43]. Un-
certainties on CWW due to PDFs, µF and µR scales,
parton shower and hadronization models are estimated
in a similar way to those on AWW .
Candidate WW events are required to have no jets (as

defined in Sec. V) reconstructed in the final state. The
fraction of events with zero reconstructed jets is denoted
by the jet veto survival probability (JVSP). The WW
JVSP in data (P data

WW ) is calculated as

P data

WW =
P data

Z/�⇤

PMC

Z/�⇤
⇥ PMC

WW =
PMC

WW

PMC

Z/�⇤
⇥ P data

Z/�⇤ , (4)

σ (ETmiss) < 0.5%
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FIG. 4: Comparison between data and simulation for the jet multiplicity distribution before jet veto requirement for the (a)
ee, (b) µµ and (c) eµ channels, respectively.
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FIG. 5: Comparison between data and simulation for the dilepton pT distribution before the pT(``
0) cut for the (a) ee, (b) µµ

and (c) eµ channels, respectively.

where PMC

WW is the JVSP estimated from simulation for
the SM WW process, P data

Z/�⇤ (PMC

Z/�⇤) is the JVSP deter-

mined using Z/�⇤ ! `` events selected with two leptons
satisfying the lepton selection criteria and |m`` �mZ | <
15 GeV in data (MC). Similar jet kinematic distribu-
tions are observed for WW and Z/�⇤ processes. Most
sources of uncertainty on PMC

WW and PMC

Z/�⇤ are correlated
and cancel in their ratio and thus help to reduce the sys-
tematic uncertainty on P data

WW . The dominant uncertainty
on P data

WW comes from uncertainties associated with JES,
JER and higher-order corrections. P data

WW is estimated to
be 0.624± 0.012, 0.625± 0.010 and 0.633± 0.010 for the
ee, µµ and eµ channels, respectively.

All systematic uncertainties described above are prop-
agated to the calculations of AWW , CWW and AWW ⇥
CWW . The overall systematic uncertainty on AWW is
5.7% for all three channels. The contributions from all
systematic sources for AWW are listed in Table II. The
overall systematic uncertainty on CWW is 4.2%, 3.1%
and 3.2% for the ee, µµ and eµ channels, respectively.
The contributions from all systematic sources for CWW

are listed in Table III.

The product of AWW ⇥CWW is defined as the ratio of
events satisfying all o✏ine selection criteria to the num-

ber of events produced in the total phase space. The sys-
tematic uncertainty on AWW ⇥CWW is 4.9%, 4.0% and
4.1% for the ee, µµ and eµ channels. It is smaller than
the combined uncertainties on AWW and CWW due to
correlated systematic uncertainties from the PDFs, µF ,
µR and parton shower model. As a result, the uncer-
tainty on AWW ⇥CWW is used for the calculation of the
total cross-section uncertainty in each individual chan-
nel. Table IV summarizes the central value and also the
statistical and systematic uncertainties on AWW , CWW

and AWW ⇥ CWW for all three channels.

VII. BACKGROUND ESTIMATION

SM processes producing the ``0 +Emiss

T

signature with
no reconstructed jets in the final state are: top-quark
production, when additional jets in the final state are
not reconstructed or identified (denoted by “top-quark
background”); W production in association with jets (de-
noted by “W+jets background”) when one jet is recon-
structed as a lepton; Z/�⇤ production in association with
jets (denoted by “Drell-Yan background”) when appar-
ent Emiss

T

is generated from the mismeasurement of the

Challenge (2): Jet veto

(reduce overwhelming top background)
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Figure 5: Background subtracted di-jet invariant mass distribution of reconstructed W/Z → j j candidates
obtained for data (solid markers) for electron (top left) and muon ( top right) channels and for the sum
of the two channels (bottom). The errors bars represents statistical uncertainty of data and MC. The
background prediction is obtained with the fitting procedure described in section 6. The expected di-jet
invariant mass distributions from WW/WZ processes are shown as filled histograms.
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varying the systematic uncertainty j by ±1 sigma in sample k. A nuisance parameter α j then parametrizes
the shape variation systematic j according to:

h jk(x) = h0
jk(x) + α j

(
h+jk(x) − h0

jk(x)
)
, α j ≥ 0 ,

h0
jk(x) − α j

(
h−jk(x) − h0

jk(x)
)
, α j < 0 . (2)

If a particular uncertainty affects both shape and normalization the templates are not normalized and
the variation of the nuisance parameter α j results in a variation of both shape and normalization. The
correlation between normalization and shape of all the systematic uncertainties considered in the fit is
completely taken into account for the signal.

The systematic uncertainties in the electron and muon channels due to the same source are assumed
to be 100 % correlated. However, uncertainties due to different sources are assumed to be mutually
independent. The systematic uncertainties on the normalizations and shapes are included in the fit with
Gaussian constraints, except for the jet energy scale and the multijet background uncertainties.

The jet energy scale shape systematic and multijet background uncertainty are not included in the
likelihood fit. The systematic uncertainty is estimated by using a frequentist approach based on pseudo-
experiments. In each pseudo-experiment the pseudo-data are generated based on randomly drawn values
of the α j for these systematic uncertainties, but fitted using the nominal values of α j (i.e., zero). The
rms of the signal cross section values observed in these pseudo-experiments is used to estimate the
corresponding systematic uncertainty. The jet energy scale normalization systematic for the signal is
taken into account by evaluating the yield variation of the WW/WZ samples when the scale is varied by
±1 sigma. A summary table listing all the systematic sources affecting normalization and shape and how
their effect on the cross section measurement is estimated is shown in Table 2.

The uncertainty due to the limited MC statistics used to create the templates is also estimated using
pseudo-experiments. The pseudo-data are generated from templates whose bins are fluctuated according
to their statistical uncertainty, and then fitted with the original templates.
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Figure 4: Di-jet invariant mass distribution of reconstructed W/Z → j j candidates for electron (left) and
muon (right) channels, compared to the fitted signal and background components (top panel). The values
of χ2/ndf are also shown on the plots. The fractional difference between the data and the MC expectation
as a function of m j j for electron (let) and muon (right) channels are shown in the bottom panels.

10

S/B < 1%

WW+WZ σmeasured (pb) σNLO (pb)

ATLAS 72 ± 9 ± 15 ± 13 (MC stat) 63.4 ± 2.6 
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Figure 2. The mass of the leading lepton pair versus the mass of the sub-leading lepton pair. The events

observed in the data are shown as solid circles and the ZZ(⇤) ! `+`�`0+`0� signal prediction from simulation

as boxes. The size of each box is proportional to the number of events in each bin. The region enclosed by

the solid (dashed) lines indicates the signal region defined by the requirements on the lepton-pair masses for

ZZ (ZZ⇤) events, as defined in the text.

3.3 ZZ ! `+`�⌫⌫̄ selection

ZZ ! `+`�⌫⌫̄ events are characterized by large missing transverse momentum and two high-p
T

,
isolated electrons or muons. Selected events are required to have exactly two leptons of the same flavour
with 76 < m

`

+
`

� < 106 GeV and to have passed at least a single-muon or a single-electron trigger.
The mass window is chosen to be tighter than the mass window used for the ZZ(⇤) ! `+`�`0+`0�

channel in order to reduce the background from tt̄ and WW . The lepton pair is required to have
�R(`+, `�) > 0.3. This requirement reflects the choice of the isolation cone for the leptons. The same
trigger matching requirement as in the ZZ(⇤) ! `+`�`0+`0� channel is used.

The ZZ ! `+`�⌫⌫̄ decay channel analysis makes use of several selections to reduce background.
The largest background after the mass window requirement consists of Z+jets events, which are
associated with non-zero missing transverse momentum when the Emiss

T

is mismeasured or when a
b-quark decays to leptons and neutrinos inside of a jet. Since the Z bosons tend to be produced
back-to-back, the axial-Emiss

T

(defined as the projection of the Emiss

T

along the direction opposite to
the Z ! `+`� candidate in the transverse plane) is a powerful variable to distinguish ZZ ! `+`�⌫⌫̄
decays from Z+jets. The axial-Emiss

T

is given by � ~Emiss

T

· ~pZ/pZ
T

, where pZ
T

is the magnitude of the

– 8 –

Dibosons: ZZ Production 

60

ZZ ➔ 4 leptons (eeee, μμμμ, eeμμ)

66
 <

 M
Z1

 <
 1

16
 G

eV

66 < MZ2 < 116 GeV

(*)

Two Z bosons on-shell

or

One Z boson on-shell
and the other off-shell

Also used:
Z ➔ νν
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ZZ Nobs(4l) Nsignal(4l) Nbkg(4l) σmeasured (pb) σNLO (pb)

ATLAS 150 117.8 10                       +0.4       6.7 ± 0.7          ± 0.3                      -0.3 5.9 ± 0.2

ZZ ➔ 4 leptons (eeee, μμμμ, eeμμ)

ZZ(⇤) ! `+`�`0+`0� e+e�e+e� µ+µ�µ+µ� e+e�µ+µ� `+`�`0+`0�

Observed ZZ 16 23 27 66
Observed ZZ⇤ 21 30 33 84

Expected ZZ signal 10.3 ± 0.1 ± 1.0 16.5 ± 0.2 ± 0.9 26.7 ± 0.2 ± 1.7 53.4 ± 0.3 ± 3.2
Expected ZZ⇤ signal 12.3 ± 0.2 ± 1.2 20.5 ± 0.2 ± 1.1 31.6 ± 0.3 ± 2.0 64.4 ± 0.4 ± 4.0

Expected ZZ background 0.5 ± 0.6 ± 0.3 < 0.6 0.7 ± 0.7 ± 0.6 0.9 ± 1.1 ± 0.7
Expected ZZ⇤ background 4.3 ± 1.4 ± 0.6 < 0.9 5.8 ± 1.6 ± 0.9 9.1 ± 2.3 ± 1.3

ZZ ! `+`�⌫⌫̄ e+e�Emiss

T

µ+µ�Emiss

T

`+`�Emiss

T

Observed ZZ 35 52 87

Expected ZZ signal 17.8± 0.3± 1.7 21.6± 0.3± 2.0 39.3± 0.4± 3.7

Expected ZZ background 20.8± 2.3± 1.2 26.1± 2.8± 1.4 46.9± 4.8± 1.9

Table 7. Summary of observed ZZ ! `+`�`0+`0�, ZZ⇤ ! `+`�`0+`0� and ZZ ! `+`�⌫⌫̄ candidates in the

data, total background estimates and expected signal for the individual decay modes (columns 2 to 4) and

for their combination (last column). The quoted uncertainties and limits represent 68% confidence intervals;

the first uncertainty is statistical while the second is systematic. The uncertainty on the integrated luminosity

(3.9%) is not included.
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Figure 5. (a) Transverse momentum pZZ
T and (b) invariant mass mZZ of the four-lepton system for the ZZ

selection. The points represent the observed data and the histograms show the prediction from simulation,

where the background is normalized to the data-driven (dd) estimate as described in section 5.1. The shaded

band shows the combined statistical and systematic uncertainty on the prediction.

where `+`�`0+`0� refers to the sum of the e+e�e+e�, e+e�µ+µ� and µ+µ�µ+µ� final states and
`+`�⌫⌫̄ refers to the sum of the e+e�Emiss

T

and µ+µ�Emiss

T

final states8. The expected SM fiducial

8The ZZ ! `

+
`

�
⌫⌫̄ fiducial region is more restricted compared to the ZZ

(⇤) ! `

+
`

�
`

0+
`

0� channel.
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Figure 6. (a) Transverse momentum pZZ
T and (b) invariant mass mZZ of the four-lepton system for the ZZ⇤

selection. The points represent the observed data and the histograms show the prediction from simulation,

where the background is normalized to the data-driven (dd) estimate. The shaded band shows the combined

statistical and systematic uncertainty on the prediction.
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Figure 7. (a) Transverse momentum pZT and (b) mass mZ of the two-charged-lepton system for the ZZ !
`+`�⌫⌫̄ selection. The points represent the observed data and the histograms show the prediction from

simulation. The shaded band shows the combined statistical and systematic uncertainty on the prediction.

cross sections, derived from PowhegBox and gg2zz, are:

�fid,SM

ZZ ! `

+
`

�
`

0+
`

0� = 20.9 ± 0.1 (stat.) +1.1

�0.9

(theory) fb,

�fid,SM

ZZ

⇤ ! `

+
`

�
`

0+
`

0� = 25.6 ± 0.1 (stat.) +1.3

�1.1

(theory) fb,

�fid,SM

ZZ!`

+
`

�
⌫⌫̄

= 12.5 ± 0.1 (stat.) +1.0

�1.1

(theory) fb.

The measured cross sections are compatible with these theoretical values.
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ZZ Nobs(4l) Nsignal(4l) Nbkg(4l) σmeasured (pb) σNLO (pb)

ATLAS 150 117.8 10                       +0.4       6.7 ± 0.7          ± 0.3                      -0.3 5.9 ± 0.2

ZZ ➔ 4 leptons (eeee, μμμμ, eeμμ)

ZZ(⇤) ! `+`�`0+`0� e+e�e+e� µ+µ�µ+µ� e+e�µ+µ� `+`�`0+`0�

Observed ZZ 16 23 27 66
Observed ZZ⇤ 21 30 33 84

Expected ZZ signal 10.3 ± 0.1 ± 1.0 16.5 ± 0.2 ± 0.9 26.7 ± 0.2 ± 1.7 53.4 ± 0.3 ± 3.2
Expected ZZ⇤ signal 12.3 ± 0.2 ± 1.2 20.5 ± 0.2 ± 1.1 31.6 ± 0.3 ± 2.0 64.4 ± 0.4 ± 4.0

Expected ZZ background 0.5 ± 0.6 ± 0.3 < 0.6 0.7 ± 0.7 ± 0.6 0.9 ± 1.1 ± 0.7
Expected ZZ⇤ background 4.3 ± 1.4 ± 0.6 < 0.9 5.8 ± 1.6 ± 0.9 9.1 ± 2.3 ± 1.3

ZZ ! `+`�⌫⌫̄ e+e�Emiss

T

µ+µ�Emiss

T

`+`�Emiss

T

Observed ZZ 35 52 87

Expected ZZ signal 17.8± 0.3± 1.7 21.6± 0.3± 2.0 39.3± 0.4± 3.7

Expected ZZ background 20.8± 2.3± 1.2 26.1± 2.8± 1.4 46.9± 4.8± 1.9

Table 7. Summary of observed ZZ ! `+`�`0+`0�, ZZ⇤ ! `+`�`0+`0� and ZZ ! `+`�⌫⌫̄ candidates in the

data, total background estimates and expected signal for the individual decay modes (columns 2 to 4) and

for their combination (last column). The quoted uncertainties and limits represent 68% confidence intervals;

the first uncertainty is statistical while the second is systematic. The uncertainty on the integrated luminosity

(3.9%) is not included.
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Figure 5. (a) Transverse momentum pZZ
T and (b) invariant mass mZZ of the four-lepton system for the ZZ

selection. The points represent the observed data and the histograms show the prediction from simulation,

where the background is normalized to the data-driven (dd) estimate as described in section 5.1. The shaded

band shows the combined statistical and systematic uncertainty on the prediction.

where `+`�`0+`0� refers to the sum of the e+e�e+e�, e+e�µ+µ� and µ+µ�µ+µ� final states and
`+`�⌫⌫̄ refers to the sum of the e+e�Emiss

T

and µ+µ�Emiss

T

final states8. The expected SM fiducial

8The ZZ ! `

+
`

�
⌫⌫̄ fiducial region is more restricted compared to the ZZ

(⇤) ! `

+
`

�
`

0+
`

0� channel.
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Figure 6. (a) Transverse momentum pZZ
T and (b) invariant mass mZZ of the four-lepton system for the ZZ⇤

selection. The points represent the observed data and the histograms show the prediction from simulation,

where the background is normalized to the data-driven (dd) estimate. The shaded band shows the combined

statistical and systematic uncertainty on the prediction.
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Figure 7. (a) Transverse momentum pZT and (b) mass mZ of the two-charged-lepton system for the ZZ !
`+`�⌫⌫̄ selection. The points represent the observed data and the histograms show the prediction from

simulation. The shaded band shows the combined statistical and systematic uncertainty on the prediction.

cross sections, derived from PowhegBox and gg2zz, are:

�fid,SM

ZZ ! `

+
`

�
`

0+
`

0� = 20.9 ± 0.1 (stat.) +1.1

�0.9

(theory) fb,

�fid,SM

ZZ

⇤ ! `

+
`

�
`

0+
`

0� = 25.6 ± 0.1 (stat.) +1.3

�1.1

(theory) fb,

�fid,SM

ZZ!`

+
`

�
⌫⌫̄

= 12.5 ± 0.1 (stat.) +1.0

�1.1

(theory) fb.

The measured cross sections are compatible with these theoretical values.
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Diboson Physics: WW, WZ, ZZ, Wγ, Zγ,γγ

62

Agreement with NLO MCFM calculation 
not great

Exclusive calculation (Njet =0) is good

Inclusive

Wγ

Similar observations at CMS

Wγ:	
  Normalized	
  fiducial	
  differenRal	
  cross	
  secRon

Examples (7 TeV, 4.6 fb-1): 

Zγ:	
  Search	
  for	
  narrow	
  resonances
(techicolor)

mtechni-meson > ~ 500 GeV
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Measurements of Z + jets

63

fixed-order 
NLO pQCD

+ HERWIG+JIMMY  (Z+0-5p)

1.4  MENLOPS (Z+0-5p)

Explore extreme phase space
(using large dataset at 7 TeV)

Large jet 
multiplicities

Large pT(jet),
large HT

Large pT(Z)
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