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Outline 

The exploration of  the Higgs sector and the search for new physics at the 
LHC requires accurate, stable and flexible higher-order QCD+EW 
predictions involving jets, heavy quarks,  W, Z, γand the Higgs boson. 

Recent advances in Higgs predictions: please see R.Boughezal’s talk 

Please note that this is a personal selection of  results illustrating recent activities 
in: 

�  Fixed order(+resummed): NNLO QCD+NNLL resummation, NLO EW and weak 
Sudakov logs (recent advances in resummation not covered here, please see 
Radja’s talk for examples) 

�  Automation: aMC@NLO (MadLoop+MadFKS+Madgraph), Sherpa (GOSAM
+MC@NLO)  

�  NLO and PS merging: NLO QCD×PS (Sherpa+MC@NLO), NLO(QCD+EW)×PS 

For a more exhaustive overview see, e.g.,: 

The LoopFest XII (2013): http://indico.cern.ch/conferenceDisplay.py?confId=223649 

Les Houches 2013: http://phystev.in2p3.fr/wiki/2013:programme 
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NNLO for more  
hadron collider processes! 

•  For a long time, only color singlet final 
states available at full NNLO,             
mostly 2 à 1 at Born level:   H, W, Z, γγ	


•  2013 will be remembered as the year of    
2 à 2 at NNLO	
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From: 
LoopFest 2013 summary talk by Lance Dixon  



ppèjj @ NNLO QCD 
�  Provides information of  the gluon content of  the proton, 

needed for NNLO PDFs 

�  Determination of  αs  

�  Precision test of  QCD 

A.Gehrmann-de Ritter, T. Gehrmann, E.W.N Glover. J. Pires,  
arXiv:1301.7310: 

�  Fully differential di-jet and inclusive jet cross sections at 
NNLO accuracy  

�  implemented in parton level generator NNLOJET 

�  based on gluonic channels and leading color (quark 
channels are work in progress) 
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Challenge: complex structure of  IR 
singularities 
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Jao Pires @ LoopFest 2013: 
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Antenna subtraction now also for IS partons  
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MOTIVATION NNLO CALCULATIONS ANTENNA SUBTRACTION NUMERICAL RESULTS

NNLO ANTENNA SUBTRACTION

d�̂NNLO =

Z

d�4

⇣
d�̂RR

NNLO � d�̂S
NNLO

⌘

+

Z

d�3

⇣
d�̂RV

NNLO � d�̂T
NNLO

⌘

+

Z

d�2

⇣
d�̂VV

NNLO � d�̂U
NNLO

⌘

I d�̂S
NNLO: real radiation subtraction term for d�̂RR

NNLO

I d�̂T
NNLO: one-loop virtual subtraction term for d�̂RV

NNLO

I d�̂U
NNLO: two-loop virtual subtraction term for d�̂VV

NNLO

I subtraction terms constructed using the antenna subtraction method at NNLO
for hadron colliders ! presence of initial state partons to take into account

I contribution in each of the round brackets is finite, well behaved in the
infrared singular regions and can be evaluated numerically

Jao Pires @ LoopFest 2013: 
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Scale dependence of  inclusive jet PT 
cross section at the 8 TeV LHC 
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K factors for inclusive jet for different  |y| slices  
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A.Gehrmann-de Ritter, T. Gehrmann, E.W.N Glover. J. Pires, arXiv:1301.7310 
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Exclusive di-jet d2σ/dmjj dy* distribution 
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A.Gehrmann-de Ritter, T. Gehrmann, E.W.N Glover. J. Pires, arXiv:1301.7310 

y*=|y1-y2|<0.5 
PT1>80 GeV, 
PT2>60 GeV 
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Weak 1-loop corrections to di-jet production 
Weak radiative corrections to dijet production at the LHC Alexander Huss
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Figure 2: The virtual corrections of O
(
!2s !w

)
illustrated by terms of some typical interferences.

and squared contributions ofO
(
!s! , !2

)
. The different diagrams and their respective contribution

to the different orders in case of the subprocess ud→ ud are shown in Fig. 1. Note that only the

product between the t-channel and u-channel diagram gives a non-vanishing contribution to the

interference term of O (!s!) due to the colour structure. In the LO cross section the photonic
contributions are fully taken into account.

At NLO we restrict our calculation to the purely weak corrections at the order !2s !w with a

selection of diagrams for the virtual corrections shown in Fig. 2. Contributions at this order can be

obtained by considering weak O (!w) corrections to the Born QCD cross section (O
(
!2s

)
) or by

considering QCD O (!s) corrections to the LO interference terms (O (!s!w)). A strict separation
of the corrections is not possible, owing to the appearance of diagrams of the type such as the third

one-loop diagram in Fig. 2 (a), which could be attributed to both. Instead, one has to consistently

take into account all corrections defined by the order in perturbation theory. A more extensive

discussion of the calculational details can be found in Ref. [4].

3. Numerical results

We define a dijet event by requiring at least two jets with a transverse momentum kT > 25 GeV

each and a rapidity y with |y| < 2.5, where we employ the anti-kT algorithm with the angular

separation parameter of R= 0.6 for the jet definition. Further details on the numerical input can be
found in Ref. [4]. The NLO correction relative to the Born cross section "0 is defined via "NLO =
" 0× (1+ #

1-loop
weak ). In order to quantify the impact of the LO EW contributions of O

(
!s! , !2

)

which are omitted in purely QCD predictions, we further introduce a relative correction factor #treeEW

with respect to the Born QCD cross section, "0 = " 0QCD× (1+# treeEW ).
The results for the LHC with the CM energy of

√
s= 8 TeV are shown in Figs. 3 (a,b) for the

differential distributions with respect to the dijet invariant massM12 and the transverse momentum

of the leading jet, kT,1, respectively. The weak radiative corrections show the typical behaviour ex-

pected from the Sudakov-type logarithms which are negative throughout and increase in magnitude

at higher scales. However, they turn out to be only of moderate size in case of the M12 distribution

reaching approximately −3% for an invariant mass of M12 = 2 TeV. This can be understood by

the fact that the high-M12 tail of the distribution is not dominated by the Sudakov regime where all

scales (Mandelstam variables ŝ, t̂, û) are simultaneously required to be much larger than the gauge-

3
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Examples of  1-loop weak corrections: 

S.Dittmaier, A.Huss, C.Speckner, arXiv:1306.6298 

10 



Relative weak corrections to leading kT 
distribution to pp->jj+X at the 8 TeV LHC 

Weak radiative corrections to dijet production at the LHC Alexander Huss
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Figure 3: Differential distributions with respect to (a) the dijet invariant mass M12 and (b) the transverse

momentum of the leading jet kT,1 at the LHC for a CM energy of 8 TeV. Left: absolute predictions; right:

relative contributions " (taken from Ref. [4]).

boson mass (ŝ, |t̂|, |û| $ M2
W), but instead are dominated by the Regge (forward) region where ŝ

is large but |t̂| or |û| remain small. In case of the transverse-momentum distribution, on the other

hand, the high-kT,1 domain probes the Sudakov-regime, and we observe larger NLO weak correc-

tions, reaching around −6% for leading-jet transverse momenta of kT,1 = 1.5 TeV. The tree-level

EW contributions are similar in size, but opposite in sign, leading to significant cancellations in the

sum. The rise of " treeEW with higher scales can be understood by inspecting the parton luminosities:

At lower values of M12 and kT,1 the cross section is dominated by the gluon-induced processes

which do not contribute to the LO EW cross section. The only non-vanishing contribution to "treeEW

comes from the four-quark processes which gain in importance for higher scales, in contrast to the

gluon-induced processes which become more and more suppressed due to the rapidly decreasing

gluon luminosity. In order to explain the larger corrections observed in the kT,1 distribution com-

pared to the M12 distribution one needs to inspect the dominant contribution to "
tree
EW coming from

the O (#s#) interference terms of the valence quark–quark scattering: q1q2→ q1q2, qi ∈ {u,d}. In

4
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S.Dittmaier, A.Huss, C.Speckner, arXiv:1306.6298 
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Relative weak corrections to di-jet invariant 
mass distribution to ppèjj+X at the 8 TeV LHC 
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Weak radiative corrections to dijet production at the LHC Alexander Huss
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Figure 3: Differential distributions with respect to (a) the dijet invariant mass M12 and (b) the transverse

momentum of the leading jet kT,1 at the LHC for a CM energy of 8 TeV. Left: absolute predictions; right:

relative contributions " (taken from Ref. [4]).

boson mass (ŝ, |t̂|, |û| $ M2
W), but instead are dominated by the Regge (forward) region where ŝ

is large but |t̂| or |û| remain small. In case of the transverse-momentum distribution, on the other
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EW contributions are similar in size, but opposite in sign, leading to significant cancellations in the
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At lower values of M12 and kT,1 the cross section is dominated by the gluon-induced processes

which do not contribute to the LO EW cross section. The only non-vanishing contribution to "treeEW

comes from the four-quark processes which gain in importance for higher scales, in contrast to the

gluon-induced processes which become more and more suppressed due to the rapidly decreasing
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pared to the M12 distribution one needs to inspect the dominant contribution to "
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EW coming from
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4

S.Dittmaier, A.Huss, C.Speckner, arXiv:1306.6298 
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Top-pair production at NNLO QCD 

CERN-PH-TH/2013-056, TTK-13-08

The total top quark pair production cross-section at hadron colliders through O(α4
S)

Micha!l Czakon and Paul Fiedler
Institut für Theoretische Teilchenphysik und Kosmologie,
RWTH Aachen University, D-52056 Aachen, Germany

Alexander Mitov
Theory Division, CERN, CH-1211 Geneva 23, Switzerland

(Dated: July 14, 2013)

We compute the next-to-next-to-leading order (NNLO) QCD correction to the total cross-section
for the reaction gg → tt̄+X. Together with the partonic channels we computed previously, the result
derived in this letter completes the set of NNLO QCD corrections to the total top pair production
cross-section at hadron colliders. Supplementing the fixed order results with soft-gluon resummation
with next-to-next-to-leading logarithmic accuracy we estimate that the theoretical uncertainty of
this observable due to unknown higher order corrections is about 3% at the LHC and 2.2% at the
Tevatron. We observe a good agreement between the Standard Model predictions and the available
experimental measurements. The very high theoretical precision of this observable allows a new
level of scrutiny in parton distribution functions and new physics searches.

INTRODUCTION

Production of top quark pairs at hadron colliders is
among the processes that are most challenging to the-
ory. Bringing this process under good theoretical control
therefore represents a significant step in our broader un-
derstanding of perturbative Quantum Chromodynamics
(QCD) and its applications at hadron colliders.

The first step in this direction was made some 25 years
ago, when the next-to-leading order (NLO) QCD correc-
tions to tt̄ production were computed in the groundbreak-
ing works [1, 2]. The complexity of the NLO calculations
required the application of purely numerical methods,
and it took almost twenty years before the exact analytic
result appeared [3] revealing the full complexity of the
cross-section for massive fermion hadroproduction.

In the last few years we are witnessing a signifi-
cant interest in computing next-to-next-to leading order
(NNLO) corrections to hadron collider processes. Such a
demand is dictated in part by the high-precision mea-
surements available from the LHC and the Tevatron.
The first hadron collider processes that were computed at
NNLO, namely, Drell-Yan and vector boson [4–6], Higgs
[7–9] and diphoton [10] production, all share the proper-
ties of (a) having massless QCD partons and (b) involv-
ing at leading order (LO) two partons meeting in a color
singlet vertex. Tackling processes with higher complex-
ity, among which tt̄ production is a prominent example,
proved to require new computational approaches.

About one year ago, the first step in this direction was
made precisely in the context of tt̄ production. Based on
a new view [11] about how to treat double-real radiation
corrections, the first genuinely NNLO corrections to the
total inclusive cross-section in qq̄ → tt̄ + X were com-
puted [12]. Later on, the partonic reactions involving
at least one fermion in the initial state were also com-
pleted [13, 14]. In this work we report the calculation

of the last missing NNLO correction to tt̄ production, in
the partonic reaction gg → tt̄ + X . With this calcula-
tion, the complete set of NNLO corrections to the total
inclusive cross-section for top pair production at hadron
colliders is now known. In this letter, for the first time,
we quantify their phenomenological implications.

Before closing this section we would like to point out
the very recent NNLO calculation of the process pp →
H + j [15] which was performed with methods similar to
ours and, in particular, the subtraction scheme proposed
by one of us [11]. Moreover, a first partial result for dijet
production pp → jj at NNLO has just appeared [16]. We
believe that this burst of precision applications at hadron
colliders marks the outset of a new and lasting stage in
precision physics at hadron colliders.

THE tt̄ PRODUCTION CROSS-SECTION

In this letter we consider the total inclusive tt̄ produc-
tion cross-section

σtot =
∑

i,j

∫ βmax

0
dβΦij(β, µ2

F ) σ̂ij(β, m2, µ2
F , µ2

R) . (1)

The indices i, j run over all possible initial state par-
tons; βmax ≡

√
1 − 4m2/S;

√
S is the c.m. energy of the

hadron collider and β =
√

1 − ρ, with ρ ≡ 4m2/s, is the
relative velocity of the final state top quarks with pole
mass m and partonic c.m. energy

√
s.

The function Φ in Eq. (1) is the partonic flux

Φij(β, µ2
F ) =

2β

1 − β2
Lij

(
1 − β2

max

1 − β2
, µ2

F

)
, (2)

expressed through the usual partonic luminosity

Lij(x, µ2
F ) = x (fi ⊗ fj) (x, µ2

F ) . (3)
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mass m and partonic c.m. energy

√
s.

The function Φ in Eq. (1) is the partonic flux

Φij(β, µ2
F ) =

2β

1 − β2
Lij

(
1 − β2

max

1 − β2
, µ2

F

)
, (2)

expressed through the usual partonic luminosity

Lij(x, µ2
F ) = x (fi ⊗ fj) (x, µ2

F ) . (3)

2

As usual, µR,F are the renormalization and factoriza-
tion scales. Setting µF = µR = m, the NNLO partonic
cross-section can be expanded through NNLO as

σ̂ij (β) =
α2

S

m2

(
σ(0)

ij + αSσ(1)
ij + α2

Sσ(2)
ij + O(α3

S)
)

. (4)

In the above equation αS is the MS coupling renormalized
with NL = 5 active flavors at scale µ2

R = m2 and σ(n)
ij

are functions only of β. The procedure for restoring the
dependence on µF != µR != m is standard and has been
detailed, for example, in Ref. [14].

All partonic cross-sections are known exactly through
NLO [1–3]. The NNLO corrections to the partonic reac-
tions ij = qq̄, qg, qq, qq′, qq̄′ were computed in Refs. [12–
14]. In the following we present the results for ij = gg.

PARTON LEVEL RESULTS FOR gg → tt̄ + X

Keeping the dependence on the number of light flavors
NL explicit, the NNLO correction σ(2)

gg reads

σ(2)
gg (β) = F0(β) + F1(β)NL + F2(β)N2

L . (5)

The functions Fi ≡ F (β)
i + F (fit)

i , i = 0, 1, 2, read:

F (β)
2 = 0 , (6)

F (β)
1 = σ(0)

gg [(−0.00611924 + 0.0436508Lβ)/β

+0.139124Lβ − 0.755826L2
β + 0.54038L3

β

]
, (7)

F (β)
0 = σ(0)

gg

[
0.43408/β2 + 14.8618Lβ − 1.99838L2

β

−14.7016L3
β + 29.1805L4

β

+(−0.0240072 + 1.81537Lβ + 3.14286L2
β)/β

]
,(8)

F (fit)
2 = 10−4

[
(6.44022β − 4.8664β2 − 0.0324653L2

ρ)ρ

+(−13.8424β + 4.7366β2 − 2.91398Lρ)ρ2

+(8.43828β − 2.78748β2 + 2.38971β3)ρ3
]

, (9)

F (fit)
1 = −0.0195046β − 1.4717β2 − 0.223616β3

+0.499196β5 + 1.32756β7 + 0.00466872β3Lβ

+0.0321469β6L2
β + (0.579781L2

ρ + 0.166646L3
ρ)ρ

+(−1.36644Lρ + 2.24909L2
ρ)ρ

2 , (10)

F (fit)
0 = 581.27542β + 1251.4057β2 − 60.478096β3 (11)

+1101.2272β4 − 2905.3858β5 + 629.9128β4Lβ

−5.1891075Lρ + (1200.741Lρ + 162.50333L2
ρ)ρ

+(36.074524Lρ − 1192.8918L2
ρ − 1810.2849β)ρ2

+1568.7591βρ3 − 461.21326βρ4 + 121.6379βρ5 ,

where Lρ ≡ ln(ρ) and Lβ ≡ ln(β). The functions F (β)
2,1,0

constitute the analytically known threshold approxima-
tion to σ(2)

gg [17], including the exact Born term

σ(0)
gg =

πβρ

192

(
16 + 16ρ + ρ2

β
ln

(
1 + β

1 − β

)
− 28 − 31ρ

)
,(12)
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FIG. 1: The functions F (fit)
2,1,0 (9,10,11) versus the 80 computed

points Fi − F (β)
i , i = 2, 1, 0 (numerical errors at each point

are also shown). For improved visibility, the function F (fit)
1 is

multiplied by a factor of 10, while F (fit)
2 by a factor of 104.

and with the constant C(2)
gg = 0 (as defined in Ref. [17]).

The functions F2,1,0 are computed numerically, in 80
points on the interval β ∈ (0, 1). Details about the cal-
culation are given in the next section.

Following the approach of Refs. [12–14], the functions
F (fit)

2,1,0 are derived as fits to the difference Fi − F (β)
2,1,0.

The functions F (fit)
i together with the discrete values for

Fi − F (β)
i (including the numerical errors) are shown in

fig. 1. As can be seen from fig. 1 the functions F (fit)
i

vanish smoothly at threshold β → 0, which implies that
our calculation agrees with the exactly known threshold
behavior [17]. This is a strong check of our result.

To assess the size of the newly derived NNLO correc-
tion, in fig. 2 we compare: (a) the exact NNLO result,
(b) the approximate NNLO result with exact Born term
and (c) the approximate NNLO result with Born term
restricted to its leading power of β. Each of these three
partonic cross-sections is multiplied by the gg partonic
flux Eq. (2) for LHC 8 TeV. We observe that the power
corrections derived in the present work are very large.
In fact their contribution to the integrated cross-section
is virtually as large as the one due to pure soft gluon
corrections.

The partonic cross-section’s leading power behavior in
the high-energy limit β → 1 reads [1, 18–22]

σ(2)
gg

∣∣∣
ρ→0

≈ c1 ln(ρ) + c0 + O(ρ) . (13)

The constant c1 ≈ −5.1891075 . . . is known exactly [23].
To improve the accuracy of the partonic result (5) in the
high-energy limit, we have imposed on it the logarithmic
behavior ∼ c1 ln(ρ) implied by Eq. (13). Numerical pre-
diction for the constant term c0 was given in Ref. [24].

M.Czakon, P. Fiedler, A. Mitov, arXiv:1303.6254 
Implemented in publicly available code Top++: 
http://www.alexandermitov.com/software/ 
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Independent μR and μF variation at LO, 
NLO, NNLO of  σtot at the LHC 

FURTHER EXPLORATION OF TOP PAIR HADROPRODUCTION AT NNLO 5

 50

 100

 150

 200

 250

 300

 350

 6.5  7  7.5  8  8.5

!
t
o
t
 
[
p
b
]

"s [TeV]

Indep. µF,R variation
PP # tt+X; mtop=173.3 GeV

MSTW2008(68c.l.) LO; NLO; NNLO

NNLO (scales)
NLO (scales)
LO (scales)

CMS, 7TeV
ATLAS+CMS, 7TeV

ATLAS, 7TeV
CMS, 8TeV

 120

 140

 160

 180

 200

 220

 240

 260

 280

!
t
o
t
 
[
p
b
]

Scale variation

LO

NLO
NNLO

LL

NLL
NNLL

LL NLL
NNLL

LHC 8 TeV; mtop=173.3 GeV; A=0

MSTW2008 LO; NLO; NNLO

Fixed Order
NLO+res

NNLO+res

Fig. 2. – Scale dependence of the predicted cross-section at LO, NLO and NNLO at the LHC
as a function of

√
s (left). On the right plot: detailed breakdown of scale uncertainty for LHC

8 TeV at LO, NLO and NNLO including also soft-gluon resummation at LL, NLL and NNLL.

resummation. Inclusion of resummation with logarithmic accuracy at NLL or NNLL
also noticeably decreases the scale dependence of the theoretical prediction, as expected.
The absolute size of the resulting reduction in scale dependence is also at the 2% level.

An alternative way of assessing the impact of soft-gluon resummation is shown in
fig. 3 (which updates fig. 1 of Ref. [18] by including the exact NNLO result). Plotted
is the relative error of the cross-section at the LHC as a function of the collider energy.
We consider a broad range of energies, starting from slightly above the tt̄ production
threshold and going up to 45 TeV which is far above threshold. In all cases we observe
that the inclusion of soft gluon resummation extends the validity of the perturbative
prediction closer to threshold. For large collider energies the enhanced tt̄ threshold
contribution gets reduced and, indeed, we observe that the resummed and unresummed
predictions converge to each other in this case. We also notice that the difference between
NLL and NNLL is small and is more pronounced when added on top of the NLO result
(as anticipated). Finally we note that the inclusion of soft-gluon resummation on top
of the NNLO result makes the relative scale uncertainty practically independent of the
collider energy, except of course for the immediate threshold region which, a posteriori,
is another justification for the use of soft-gluon resummation.

5. – Application to searches for physics beyond the Standard Model

In addition to being a powerful tool for testing the Standard Model, the high precision
of the total inclusive tt̄ production cross-section presents an opportunity for devising new
strategies for searches of physics beyond the Standard Model. A first exploration of the
improvements in BSM searches arising from NNLO top data was presented in Ref. [9],
where it was shown that the use of top quark data in a NNLO global PDF fit leads to
an improved determination of the poorly known large-x gluon PDF. This improvement
then translates into more accurate predictions for BSM heavy particle production and
for the large mass tail of the Mtt distribution, the latter used in searches of new heavy
resonances which decay into top quarks.

While the above examples illustrate the indirect improvement in BSM searches due
to top quark data, high-precision top production can also impact BSM studies directly,

7/15/13 US ATLAS meeting 
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Scale variation at LO, NLO, NNLO and when 
including LL, NLL, NNLL resummation 
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Impact of  weak 1-loop corrections in  top-pair 
production at the 8 TeV LHC 
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Figure 10: Relative weak corrections for the total cross section functions of the total cms en-
ergy for three different masses of the Higgs boson.
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Figure 11: Relative corrections as function of the top-quark mass.
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Impact of  weak 1-loop corrections in  top-pair 
production at the 8 TeV LHC 
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Figure 12: Relative weak corrections for the invariant tt̄ mass (left) and transverse momen-
tum (right) distribution for LHC8 (upper) and LHC14 (lower plots) and for Higgs
masses of 126 GeV and 1 TeV.

larger corrections of order of �1.9%. The situation is drastically different, once we consider
differential distributions in the region of large transverse momenta pT or large masses Mtt̄ of
the tt̄ system. The corrections are shown in Fig. 12 for proton-proton collisions with center of
mass energies of 8 TeV and 14 TeV both for the pT- and the Mtt̄-distributions. For illustration
we again present the relative corrections for Higgs masses of 126 GeV and 1 TeV. The strong
increase with increasing pT is evident. Based on the present data sample, corresponding to to
more than 20 fb�1, corrections close to -10% could be observed at 8 TeV.

To investigate the angular dependence of the tt̄ system in its center of mass frame one could
consider the distribution in the rapidity difference �ytt̄ = yt � yt̄ which, for fixed Mtt̄ can be
directly translated into the angular distribution. To illustrate the distributions and the size of the
corrections, the differential distributions d⇤/d�ytt̄ are shown in Fig.13 for 8 (left) and 14 TeV
(right), considering only events with Mtt̄ larger than 1 TeV in the former and 2 TeV in the latter
case. The corresponding corrections are also displayed in Fig.13. The pronounced peaking of

12
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Figure 13: Rapidity distributions with invariant mass cuts at leading order (upper plots) and
relative weak corrections to these distributions (lower plots) for LHC8 (left) and
LHC14 (right).

the cross section for large rapidity differences in Fig.13 (top) is an obvious consequence of the
t-channel singularity, the enhanced negative corrections around �ytt̄ = 0 in Fig.13 (bottom)
are a consequence of the Sudakov condition ŝ and |t̂|⇥ M2

W . Since the distribution in �ytt̄ is
at the same time sensitive to anomalous couplings, these could well be masked by the large
radiative corrections.

Let us at this point speculate about the combination of weak and QCD corrections. Clearly,
the evaluation of corrections of O(⇥s⇥) is out of reach in the foreseeable future. Thus, strictly
speaking, both a multiplicative (of the form (1+⇤QCD)(1+⇤W )) and an additive (of the form
(1+⇤QCD +⇤W )) treatment is equally justified. The difference between the two assumptions
can be considered as an estimate of the theory uncertainty. It may be usefull to devise a strat-
egy, how to implement eventually the major part of the combined corrections. As mentioned in
the beginning, QED and purely weak corrections can be treated seperately in the present case.
Furthermore, QED corrections are small and the resulting uncertainty of combined QCD and
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Figure 14: Relative weak corrections for the mass distribution in the framework of the SM
assuming MH = 126 GeV (solid blue curve) and 1000 GeV (dashed red curve),
and for the case of an enhanced Yukawa coupling gY = 2gSM

Y with MH = 126 GeV
(dotted black curve). The two plots represent LHC8 and LHC14.

detail in [47] for the cases of top production in electron-positron and quark-antiquark annihi-
lation. Since rY , the characteristic lenght of the Yukawa potential, is still significantly smaller
than rB, the Bohr radius of the would-be toponium ground state,

rY/rB = (
4
3

�s
Mt

2
)/MH ⇤ 1/6, (2)

the simple multiplicative treatment advocated above is sufficient for the presently required
level of precision.

As discussed above, the impact on the total cross section from the variation of MH is relatively
small, less than one percent, both for the Tevatron and the LHC. Differential distributions,
however, are significantly more sensitive to the Yukawa coupling. This is demonstrated in
Figs. 14, 15, where the correction factors for the distribution with respect to Mtt̄ are evaluated
for the Tevatron, LHC8 and LHC14 in the region close to threshold.

As expected from the previous discussion, differences around 5% between the cases MH =
126 GeV and 1 TeV are visible. It remains to be seen, whether the experimental mass res-
olution and normalization of the cross section will be sufficiently precise to pin down the
5%-effect and thus determine directly the Yukawa coupling gY . At the same time this ap-
proach requires a detailed theoretical understanding of the QCD predictions for the threshold
behaviour, governed by the remnants of the bound states, as discussed in [42]. However, in any
case this approach should allow to provide an upper limit on modifications of gY that might
be postulated in theories beyond the Standard Model. Let us assume, for example, the case of
an enhanced Yukawa coupling gY = 2gSM

Y . This magnifies the Yukawa correction by a factor
four and implies an enhancement of the cross section close to threshold by about 20%. (See
dashed curves in Figs. 14, 15. Such an energy dependent offset relative to the SM prediction

15
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VV and VVV (w/o jets) processes 

�  NLO QCD prediction available for VV, VVV, WWj, WZj, Wγj, 
ZZj, WWjj, Wγγj, WZjj (new in VBFNLO)  

�  Electroweak corrections at NLO to Zγ,WW, WZ, ZZ 

Large K-factors: how about di-boson@NNLO QCD ? 

�  di-photon@NNLO QCD: Catani et al (2012) 

�  VBFNLO+LOOPSIM: approximate NNLO for WZ production 
(LO:qqèWZ) Campanario et al, 1307.2261; LOOPSIM: M.Rubin et al 
(2010): 2-loop master integrals for qq->VV: T.Gehrman et al 
(1306.6344), WZj@NLO from MCFM or VBFNLO 

�  LOOPSIM produces approximate 2-loop virtual corrections needed to 
cancel IR uncertainties. 
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WZ@nNLO (approximate NNLO) at the 14 TeV LHC 

Di-boson and Tri-boson production at the LHC Francisco Campanario
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Figure 2: Differential cross sections and K factors for the effective mass observable, defined in
Eq. (2.2), for the LHC at

p
s = 8TeV (left). Differential cross sections and K factors for the pT of

the hardest lepton for the LHC at
p

s = 14TeV (right). The bands correspond to varying µF = µR

by factors 1/2 and 2 around the central value. The cyan solid bands give the uncertainty related to
the RLS parameter varied between 0.5 and 1.5. The distribution are sums of contributions from two
unlike flavor decay channels, eeµnµ and µµene.

One can observe in the central panel that the n̄LO result converges to the full NLO result
quickly, predicting correctly K-factors of order 10. The n̄NLO corrections can be as large as
100% compared to NLO (bottom panel of Fig. 2) and they are clearly beyond the NLO scale
uncertainties. The RLS uncertainties are small in comparison to those from varying the factorization
and renormalization scales, which show a marginal reduction. The latter is related to the fact that
the HT observable favours regions of phase space associated with new topologies entering first at
NNLO, which are computed only at LO.

In the right panel of Fig. 2, we present results for the differential distribution of the lepton with
higher transverse momenta. One observes that the n̄NLO corrections are large and beyond the scale
uncertainty, reaching values as high as 40%. The scale uncertainty is significantly improved and
the RLS uncertainty is marginal. We include the vetoed sample to mimic some of the experimental
analyses. One can see that the n̄NLO corrections are negative and exhibit larger scale uncertainties
than the NLO corrections, showing the known feature of an artificially small scale uncertainty of
NLO predictions with jet veto.
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Figure 2: Differential cross sections and K factors for the effective mass observable, defined in
Eq. (2.2), for the LHC at

p
s = 8TeV (left). Differential cross sections and K factors for the pT of

the hardest lepton for the LHC at
p

s = 14TeV (right). The bands correspond to varying µF = µR

by factors 1/2 and 2 around the central value. The cyan solid bands give the uncertainty related to
the RLS parameter varied between 0.5 and 1.5. The distribution are sums of contributions from two
unlike flavor decay channels, eeµnµ and µµene.

One can observe in the central panel that the n̄LO result converges to the full NLO result
quickly, predicting correctly K-factors of order 10. The n̄NLO corrections can be as large as
100% compared to NLO (bottom panel of Fig. 2) and they are clearly beyond the NLO scale
uncertainties. The RLS uncertainties are small in comparison to those from varying the factorization
and renormalization scales, which show a marginal reduction. The latter is related to the fact that
the HT observable favours regions of phase space associated with new topologies entering first at
NNLO, which are computed only at LO.

In the right panel of Fig. 2, we present results for the differential distribution of the lepton with
higher transverse momenta. One observes that the n̄NLO corrections are large and beyond the scale
uncertainty, reaching values as high as 40%. The scale uncertainty is significantly improved and
the RLS uncertainty is marginal. We include the vetoed sample to mimic some of the experimental
analyses. One can see that the n̄NLO corrections are negative and exhibit larger scale uncertainties
than the NLO corrections, showing the known feature of an artificially small scale uncertainty of
NLO predictions with jet veto.
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The QCD NLO corrections for all production modes, and also the NNLO QCD fermion-loop
gluon initiated contributions for neutral production channels, are available in the latest release of
the VBFNLO package [4], which includes also anomalous coupling effects at NLO.

Recently, EW corrections for almost all diboson production processes have been computed
in Refs. [5] for on-shell production. The corrections can be sizable in the tails of the differential
distributions for commonly used experimental analyses.

Because the NLO QCD corrections turn out to be extremely large, it is important to assess the
size of the NNLO QCD corrections. At this order, as can be seen in Fig. 1 for the WZ case, new
topologies and sub-processess appear first at NNLO, which can result in large corrections.

The full NNLO corrections for di-photon production have been provided in Ref. [6] and turned
out to be sizable. The two-loop virtual corrections for di-boson on-shell production have been
presented in Refs. [7]. Results for VV + jet at NLO QCD, which provide the one-loop real-virtual
and double real corrections have been also computed in a series of papers [8, 9] and are available
either in VBFNLO [4] or in MCFM [10].

Given the fact that VV+ jet at NLO QCD provides an essential piece of the NNLO QCD cor-
rections of VV production, accounting both for the new sub-processes and topologies appearing
first at NNLO, the question is whether we can use this information to provide approximate results
at NNLO for VV production. We used the LOOPSIM method [11] to accomplish this and compute
approximate NNLO QCD corrections for WZ production. The LOOPSIM method is based on uni-
tarity and is able to merge processes with different jet multiplicities in a consistent way. To produce
approximate NNLO results for WZ production (n̄NLO in LOOPSIM notation), the program needs
to merge samples of WZ and WZ j at NLO accuracy. The WZ j samples at NLO, computed in
Ref. [9], are obtained from the VBFNLO package, which also provides the WZ events at NLO. An
interface was created to communicate between the two programs for this purpose [12]. From the
tree level and the one-loop correction events of WZ j, LOOPSIM produces approximated 2-loop
virtual counterterms for WZ production, which are designed to cancel the infrared divergences.
The LOOPSIM method has an internal parameter, RLS, to evaluate the uncertainty. It will be shown
that this is smaller than the remaining factorization and renormalization scale uncertainties.

In the following, results at n̄NLO are given. They were studied in Ref. [12]. The cuts applied
were defined to closely follow the experimental analyses,

pT,` � 15(20), |yl| 2.5, ET,miss > 30GeV, 60 < ml+l� < 120GeV, (2.1)

where the parenthesis indicates cuts applied to leptons coming from Z. For observables that in-
volve jets, we consider only those jets that lie in the rapidity range |yjet|  4.5 and have trans-
verse momenta pT,jet � 30GeV. The anti-kt algorithm [14] has been used, as implemented in
FastJet [15], with the radius R = 0.45. Additionally, the leptons and jets are required to be well
separated DRl(l, j) > 0.3. For the central value of the renormalization and factorization scale we use

µ0 = µR = µF = (Â pT,partons +
q

p2
T,W +M2

W +
q

pT,Z +M2
Z)/2.

As a first check of our setup, we have merged WZ@LO and WZj@LO to produce WZ@n̄LO,
which can be tested against the full WZ@NLO result. In the left panel of Fig. 2, we show the
effective mass defined by

HT = Â pT,jets +Â pT,l +ET,miss . (2.2)

3
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ppèW+W− at NLO EW at the LHC 
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Figure 11: Distributions of the rapidities of the W-bosons at the LHC14 (top) and LHC8 (bot-
tom) for MWW > 500 GeV. On the left-hand side, LO contributions due to processes (2.1)(qq̄),
(2.2)(γγ), and (2.3)(gg) are shown. On the right-hand side, corresponding relative corrections
are presented, normalized to the dominating LO channel (2.1). See text for details.
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Bierweiler et al, 1208.3147; WZ,ZZ: 1305.5402 

W rapidity LO distributions and relative NLO EW corrections 
for different initial states: 
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NLO predictions for 
processes with high 

multiplicity  
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NLO QCD with Blackhat+Sherpa 

7/15/13 US ATLAS meeting 

13/5/2013  31 

W+5 Jets Calculation Setup 

Sample of Real Diagrams Sample of Loop Parent Diagrams 

W+5 Jets with BlackHat+SHERPA 

From talk by F. Febres Cordero at LoopFest 2013: 
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W+5 jets@NLO QCD 

7/15/13 US ATLAS meeting 
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Electroweak 1-loop corrections to Z/W+n jets  

�  Exact 1-loop EW corrections are known for W/Z+1 jet Kuhn 
et al, hep-ph/057178, 0708.0476; Denner et al, 1211.507,0906.1656 

�  and for Z+2 jet (only gluonic contributions, 4-quark 
contributions in progress) , Actis et al, arXiv:1211.6316 

�  At energy scales above the electroweak scale EW 
corrections are dominated by weak Sudakov logarithms 

 for a review see, e.g., H.Kuhn, Acta Physica Polonia B39(2008); talk by 
S.Dittmaier at Les Houches 2013 

�  Weak 1-loop Sudakov corrections to Z+1,2,3 jets 
production are now implemented in Alpgen 1.4.1.2, Chiesa 
et al. arXiv:1305.6837 
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Weak Sudakov logs: (αw/π )l Logn(Q2/M2),n≤2l 

�  Origin: remnants of  UV singularities after renormalization and soft/
collinear emission of  real and virtual W and Z bosons. 

�  In contrast to QED and QCD, these corrections do not cancel in 
inclusive observables Ciafaloni, Ciafaloni, Comelli (2000) 

7/15/13 US ATLAS meeting 

EW Sudakov logarithms �l
w logn(Q2/M2), n � 2l

In the high-energy limit, Q
MW ,Z

�⇥, EW Sudakov logarithms have been studied in

analogy to soft/collinear logarithms in QED,QCD.

1-loop: LL and NLL are universal and factorize Denner, Pozzorini (2001)

Beyond 1-loop: Resummation techniques based on IR evolution equations (IREE) or
SCET yield results up to NNLL (lnn( s

M2
W

), n = 2, 3, 4).

IREE: EW theory splits into symmetric SU(2)� U(1) (MW = MZ = M� = M for
µ > M) and QED regime and e�ect of EW symmetry breaking neglected. Fadin, Lipatov,

Martin, Melles (2000)

SCET: At µ = Q match full theory to SCET(M = 0), evolve to µ = M SCET(M ⇥= 0),
match to SCET with no gauge bosons.
SCET and IREE Sudakov form factors are equivalent. Chiu, Golf, Kelley, Manohar (2008); Chiu,

Fuhrer, Hoang, Kelley, Manohar (2009); Chiu, Fuhrer, Kelley, Manohar (2010), Fuhrer et al (2011)

Resummation results at LL and NLL confirmed by explicit diagramatic one-loop and
two-loop calculations.
Melles (2000), Hori et al (2000), Beenakker, Werthenbach (2000,2002), Pozzorini (2004); Feucht et al (2003,2004);

Jantzen et al (2005,2006); Denner et al (2003,2008)
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Z+2j @ NLO EW at the 8 TeV LHC 
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Figure 5: Distributions of the di-jet invariant mass, the relative azimuthal angle between the two
jets, the transverse momentum and the rapidity of the Z boson at the 8TeV LHC at LO (blue,
dashed) and NLO (red, solid). The lower panels show the ratio of the NLO distribution over the
LO distribution.

from −15% for pT,Z " 500GeV to −25% for pT,Z " 1TeV. On the upper right-hand side in
Fig. 5 we present the differential distribution of the relative azimuthal angle φjj between the two
jets. The φjj-distribution shows that the two jets are preferably back-to-back in the transverse
plane and that the EW corrections lower the differential cross section by 1−1.5%. They induce
a shape change at the permille level relative to the LO approximation. The rapidity distribution
of the Z boson is depicted in the lower right-hand side of Fig. 5. In the central region |yZ| < 2,
where most of the Z bosons are produced, the EW corrections lower the LO cross section by
1−1.5% while for |yZ| > 2 their effect drops to the permille level.

4 Conclusions

The full exploitation of the Large Hadron Collider relies on precise theoretical predictions. To
this end QCD and electroweak next-to-leading order corrections have to be calculated for many
processes involving many particles in the final state. This requires efficient and reliable automatic
tools.

In this paper we have presented Recola, a Fortran90 code for the REcursive Computation
of One-Loop Amplitudes. It uses methods based on Dyson–Schwinger equations to calculate the
coefficients of all tensor integrals appearing in a one-loop amplitude recursively. The tensor
integrals can then be evaluated with efficient numerically stable techniques. The algorithm has
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Actis et al, arXiv:1211.6316 
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Figure 3: Level of agreement of 2Re(M∗
LOδMNLO) between Recola and Pole for ug → ugZ.

The plot shows the probability for an agreement worse than ∆ for 106 phase-space points gener-
ated by the Monte Carlo.

(3.4). The electromagnetic coupling constant αGµ is determined fromGµ via (3.5). The CKMma-
trix only appears in loop amplitudes and is set to unity.

For the prediction of the hadronic pp → Z + 2 jets cross section the partonic cross sections
have to be convoluted with the corresponding parton distribution functions (PDFs). Since our
calculation does not take into account NLO QCD effects, we consistently resort to LO PDFs,
using the LHAPDF implementation of the central MSTW2008LO PDF set [102]. From there we
infer the value

αLO
s (MZ) = 0.1394 (3.8)

for the strong coupling constant. We identify the QCD factorisation scale µF and the renormal-
isation scale µR choosing

µF = µR = MZ . (3.9)

Note that the choice of the scales µF,R as well as the actual value for the strong coupling αs plays
a minor role for our numerical analysis of EW radiative corrections in Section 3.2.2. We focus on
the relative importance of the NLO EW corrections considering the ratio σNLO

EW /σLO from which
the αs- and the scale dependence drop out.

For the jet-reconstruction we use the anti-kT clustering algorithm [103] with separation
parameter R = 0.4. For our scenario with exactly two partons and one potential photon
in the final state this simply amounts to recombining the photon with a parton a if Raγ =
√

(ya − yγ)2 + φ2
aγ < R. Here y = 1

2 ln[(E + pL)/(E − pL)] is the particle’s rapidity with E

denoting its energy and pL its three-momentum component along the beam axis, and φaγ is
the azimuthal angle between the the photon and the parton a in the plane transverse to the
beam axis. In case of recombination, the resulting photon–parton jet is subjected to the cut
zγ = Eγ/(Eγ +Ea) < 0.7 in order to distinguish between Z+ 2 jets and Z+ 1 jet + γ production
as explained in Section 3.1.3. After a possible recombination, we require two hard jets with

pT,jet > 25GeV, |yjet| < 4.5 (3.10)
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Z+3j: Weak 1-loop Sudakov corrections in Alpgen 

7/15/13 US ATLAS meeting 

Chiesa et al. arXiv:1305.6837 
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QCD corrections to the same processes have been com-
puted using the soft and collinear e⇥ective theory in [11].
The exact NLO EW calculation for V = W,Z + 1 jet,
with on-shell W,Z bosons can be found in Refs. [12, 13],
and the same with W/Z decays has been published in
Refs. [14, 15]. Recently the exact NLO EW calculation
for Z(⌅⌅̄)+ 2 jets, for the partonic subprocesses with one
fermion current only (i.e. including only gluon-gluon (gg)
contributions to 2 jets), has been completed and can be
found in Ref. [16]. No EW corrections for Z + 2/3 jets
production including all partonic subprocesses are avail-
able at the moment.

For energy scales well above the EW scale, EW radia-
tive corrections are dominated by double and single log-
arithmic contributions (DL and SL, respectively) whose
argument involves the ratio of the energy scale to the
mass of the weak bosons. These logs are generated by
diagrams in which virtual and real gauge bosons are radi-
ated by external leg particles, and correspond to the soft
and collinear singularities appearing in QED and QCD,
i.e. when massless gauge bosons are involved. At vari-
ance with this latter case, the weak bosons masses put
a physical cuto⇥ on these “singularities”, so that virtual
and real weak bosons corrections can be considered sepa-
rately. Moreover, as the radiation of real weak bosons is
in principle detectable, for those event selections where
one does not include real weak bosons radiation the phys-
ical e⇥ect of (negative) virtual corrections is singled out,
and can amount to tens of per cent. Since these correc-
tions originate from the infra-red structure of the EW
theory, they are “process independent” in the sense that
they depend only on the external on-shell legs.

As shown by Denner and Pozzorini in Refs. [17, 18],
DL corrections can be accounted for by factorizing a
proper correction which depends on flavour and kine-
matics of all possible pairs of electroweak charged ex-
ternal legs. SL corrections can be accounted for by fac-
torizing an appropriate radiator function associated with
each individual external leg. The above algorithm has
been implemented in ALPGEN v2.1.4 [19], where all the
contributing tree-level amplitudes are automatically pro-
vided. Since the matrix elements in ALPGEN are calcu-
lated within the unitary gauge, for the time being we do
not implement the corrections for the amplitudes involv-
ing longitudinal Z, which, according to Refs. [17, 18], are
calculated by means of the Goldstone Boson Equivalence
Theorem. This approximation a⇥ects part of the O(�3)
and O(�3�s), for Z + 2 jets and Z + 3 jets, respectively,
and we checked that in view of our target precision of
few percent it can be accepted [20].

Despite in this paper we limit ourselves to a purely
parton-level analysis and a specific signature, the imple-
mentation is completely general. As such it can be gener-
alized to other processes and fully matched and showered
events can be provided.

Our numerical results have been obtained by using the

ZW (� �l�̄ljj) ZW (� �l�̄ljj) + j ZW (� �l�̄ljj) + jj
ZW (� �lljj) ZW (� �lljj) + j ZW (� �lljj) + j
ZZ(� �l�̄ljj) ZZ(� �l�̄ljj) + j ZZ(� �l�̄ljj) + jj
WW (� �lljj) WW (� �lljj) + j WW (� �lljj) + jj
ZW (� �l�l�ll) + jj ZW (� �llll) + jj ZZ(� �l�lll) + jj
ZZ(� �l�l�l�l) + jj WW (� �l�lll) + jj

TABLE I. Vector boson radiation processes contributing to
the considered signatures. In parenthesis we specify vector
boson decay channels, while outside the parenthesis j stands
for a matrix element QCD parton. The above processes are
for the Z+2 jet final state, whereas for three jet final states the
processes are the same ones plus an additional QCD parton.

code ALPGEN with default input parameters/PDF set and
applying two sets of cuts that mimic the real experimen-
tal event selections of ATLAS and CMS, respectively.
For Z + 2 jets we consider the observable/cuts adopted
by ATLAS, namely

me� > 1 TeV /ET /me� > 0.3

pj1T > 130 GeV pj2T > 40 GeV |⇥j | < 2.8

�⌃(⇠pjT , /⇠pT ) > 0.4 �R(j1,j2) > 0.4 (1)

where j1 and j2 are the leading and next-to-leading pT
jets. We considered also radiative processes: vector bo-
son pairs plus jets, as enumerated in Tab. I. In this re-
spect further details about the adopted event selection
are necessary. They mimic in a simplified way the AT-
LAS procedure. Missing transverse energy is defined as
⇠/HT = �

�
i ⇠pti, where i is either a tagged jet or a jet with

pTj < 40 GeV or 2.8 < |⇥j | < 4.5 (in our simulation this
is necessarily a jet coming from vector boson decay), or
an untagged charged lepton. By tagged jet we mean a
jet with |⇥j | < 2.8 and pTj > 40 GeV. Jets from vector
boson decays are recombined with other jets if they fall
within a separation cone with radius R = 0.4. The event
is discarded if it contains a tagged charged lepton, i.e. a
lepton (e, µ or ⇧) with pT > 20 GeV and |⇥| < 2.4. For
the tagged jets, an additional requirement is imposed: if
�Rjl > 0.2, the jet is considered untagged. After this
step, the leptons with a separation from any tagged jet
�Rjl < 0.4 are considered untagged. Finally the event
is accepted if it contains exactly two tagged jets and no
surviving tagged lepton and it satisfies the cuts of Eq. (1).

For the Z + 3 jets final state we consider the observ-
ables/cuts used by CMS [21], namely

HT > 500 GeV |/⇠HT | > 200 GeV

pjT > 50 GeV |⇥j | < 2.5 �R(ji,jk) > 0.5

�⌃(⇠pj1,j2T , /⇠HT ) > 0.5 �⌃(⇠pj3T , /⇠HT ) > 0.3

Concerning additional real vector boson radiation, in this
case the missing transverse energy receives contribution
from tagged jets only, namely jets with pjT > 50 GeV and
|⇥j | < 2.5. Jets from vector boson decays are recombined
with other jets if they fall within a separation cone with

2

QCD corrections to the same processes have been com-
puted using the soft and collinear e↵ective theory in [11].
The exact NLO EW calculation for V = W,Z + 1 jet,
with on-shell W,Z bosons can be found in Refs. [12, 13],
and the same with W/Z decays has been published in
Refs. [14, 15]. Recently the exact NLO EW calculation
for Z(⌫⌫̄)+ 2 jets, for the partonic subprocesses with one
fermion current only (i.e. including only gluon-gluon (gg)
contributions to 2 jets), has been completed and can be
found in Ref. [16]. No EW corrections for Z + 2/3 jets
production including all partonic subprocesses are avail-
able at the moment.

For energy scales well above the EW scale, EW radia-
tive corrections are dominated by double and single log-
arithmic contributions (DL and SL, respectively) whose
argument involves the ratio of the energy scale to the
mass of the weak bosons. These logs are generated by
diagrams in which virtual and real gauge bosons are radi-
ated by external leg particles, and correspond to the soft
and collinear singularities appearing in QED and QCD,
i.e. when massless gauge bosons are involved. At vari-
ance with this latter case, the weak bosons masses put
a physical cuto↵ on these “singularities”, so that virtual
and real weak bosons corrections can be considered sepa-
rately. Moreover, as the radiation of real weak bosons is
in principle detectable, for those event selections where
one does not include real weak bosons radiation the phys-
ical e↵ect of (negative) virtual corrections is singled out,
and can amount to tens of per cent. Since these correc-
tions originate from the infra-red structure of the EW
theory, they are “process independent” in the sense that
they depend only on the external on-shell legs.

As shown by Denner and Pozzorini in Refs. [17, 18],
DL corrections can be accounted for by factorizing a
proper correction which depends on flavour and kine-
matics of all possible pairs of electroweak charged ex-
ternal legs. SL corrections can be accounted for by fac-
torizing an appropriate radiator function associated with
each individual external leg. The above algorithm has
been implemented in ALPGEN v2.1.4 [19], where all the
contributing tree-level amplitudes are automatically pro-
vided. Since the matrix elements in ALPGEN are calcu-
lated within the unitary gauge, for the time being we do
not implement the corrections for the amplitudes involv-
ing longitudinal Z, which, according to Refs. [17, 18], are
calculated by means of the Goldstone Boson Equivalence
Theorem. This approximation a↵ects part of the O(↵3)
and O(↵3↵s), for Z + 2 jets and Z + 3 jets, respectively,
and we checked that in view of our target precision of
few percent it can be accepted [20].

Despite in this paper we limit ourselves to a purely
parton-level analysis and a specific signature, the imple-
mentation is completely general. As such it can be gener-
alized to other processes and fully matched and showered
events can be provided.

Our numerical results have been obtained by using the

ZW (! ⌫l⌫̄ljj) ZW (! ⌫l⌫̄ljj) + j ZW (! ⌫l⌫̄ljj) + jj
ZW (! ⌫lljj) ZW (! ⌫lljj) + j ZW (! ⌫lljj) + j
ZZ(! ⌫l⌫̄ljj) ZZ(! ⌫l⌫̄ljj) + j ZZ(! ⌫l⌫̄ljj) + jj
WW (! ⌫lljj) WW (! ⌫lljj) + j WW (! ⌫lljj) + jj
ZW (! ⌫l⌫l⌫ll) + jj ZW (! ⌫llll) + jj ZZ(! ⌫l⌫lll) + jj
ZZ(! ⌫l⌫l⌫l⌫l) + jj WW (! ⌫l⌫lll) + jj

TABLE I. Vector boson radiation processes contributing to
the considered signatures. In parenthesis we specify vector
boson decay channels, while outside the parenthesis j stands
for a matrix element QCD parton. The above processes are
for the Z+2 jet final state, whereas for three jet final states the
processes are the same ones plus an additional QCD parton.

code ALPGEN with default input parameters/PDF set and
applying two sets of cuts that mimic the real experimen-
tal event selections of ATLAS and CMS, respectively.
For Z + 2 jets we consider the observable/cuts adopted
by ATLAS, namely

me↵ > 1 TeV /ET /me↵ > 0.3

pj1T > 130 GeV pj2T > 40 GeV |⌘j | < 2.8

��(~pjT , /~pT ) > 0.4 �R(j1,j2) > 0.4 (1)

where j1 and j2 are the leading and next-to-leading pT
jets. We considered also radiative processes: vector bo-
son pairs plus jets, as enumerated in Tab. I. In this re-
spect further details about the adopted event selection
are necessary. They mimic in a simplified way the AT-
LAS procedure. Missing transverse energy is defined as
~/HT = �P

i ~pti, where i is either a tagged jet or a jet with
pTj < 40 GeV or 2.8 < |⌘j | < 4.5 (in our simulation this
is necessarily a jet coming from vector boson decay), or
an untagged charged lepton. By tagged jet we mean a
jet with |⌘j | < 2.8 and pTj > 40 GeV. Jets from vector
boson decays are recombined with other jets if they fall
within a separation cone with radius R = 0.4. The event
is discarded if it contains a tagged charged lepton, i.e. a
lepton (e, µ or ⌧) with pT > 20 GeV and |⌘| < 2.4. For
the tagged jets, an additional requirement is imposed: if
�Rjl > 0.2, the jet is considered untagged. After this
step, the leptons with a separation from any tagged jet
�Rjl < 0.4 are considered untagged. Finally the event
is accepted if it contains exactly two tagged jets and no
surviving tagged lepton and it satisfies the cuts of Eq. (1).

For the Z + 3 jets final state we consider the observ-
ables/cuts used by CMS [21], namely

HT > 500 GeV |/~HT | > 200 GeV

pjT > 50 GeV |⌘j | < 2.5 �R(ji,jk) > 0.5

��(~pj1,j2T , /~HT ) > 0.5 ��(~pj3T , /~HT ) > 0.3

Concerning additional real vector boson radiation, in this
case the missing transverse energy receives contribution
from tagged jets only, namely jets with pjT > 50 GeV and
|⌘j | < 2.5. Jets from vector boson decays are recombined
with other jets if they fall within a separation cone with
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Automation of  NLO 
predictions: “Madgraph for 

loops” 
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aMC@NLO 
UIUC

  O. Mattelaer, LoopFest 2013                                             aMC@NLO                               
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NLO Basics

5

MadLoop MadFKS MadGraph

�NLO =

�

m
d(d)�V +

�

m+1
d(d)�R+

�

m
d(4)�B

�NLO =

�

m
d(d)(�V +

�

1
d⇥1C) +

�

m+1
d(d)(�R�C) +

�

m
d(4)�B

Need to deal with singularities

7/15/13 US ATLAS meeting 

Talk by O.Mattelaer at LoopFest 2013: 

MadLoop based on CutTools (OPP reduction method)  
Ossala, Papadopoulos, Pittau (2006) 
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aMC@NLO 
http://amcatnlo.web.cern.ch/amcatnlo/ UIUC

  O. Mattelaer, LoopFest 2013                                             aMC@NLO                               

results

• Errors are the MC integration 
uncertainty only

• Cuts on jets, γ*/Z decay 
products and photons, but no 
cuts on b quarks (their mass 
regulates the IR singularities)

• Efficient handling of exceptional 
phase-space points: their 
uncertainty always at least two 
orders of magnitude smaller 
than the integration uncertainty

• Running time: two weeks on 
~150 node cluster leading to 
rather small integration 
uncertainties

Process µ nlf Cross section (pb)

LO NLO

a.1 pp→ tt̄ mtop 5 123.76±0.05 162.08±0.12

a.2 pp→ tj mtop 5 34.78±0.03 41.03± 0.07

a.3 pp→ tjj mtop 5 11.851±0.006 13.71± 0.02

a.4 pp→ tb̄j mtop/4 4 25.62±0.01 30.96± 0.06

a.5 pp→ tb̄jj mtop/4 4 8.195±0.002 8.91± 0.01

b.1 pp→ (W+ →)e+νe mW 5 5072.5±2.9 6146.2±9.8

b.2 pp→ (W+ →)e+νe j mW 5 828.4±0.8 1065.3±1.8

b.3 pp→ (W+ →)e+νe jj mW 5 298.8±0.4 300.3± 0.6

b.4 pp→ (γ∗/Z →)e+e− mZ 5 1007.0±0.1 1170.0±2.4

b.5 pp→ (γ∗/Z →)e+e− j mZ 5 156.11±0.03 203.0± 0.2

b.6 pp→ (γ∗/Z →)e+e− jj mZ 5 54.24±0.02 56.69± 0.07

c.1 pp→ (W+ →)e+νebb̄ mW + 2mb 4 11.557±0.005 22.95± 0.07

c.2 pp→ (W+ →)e+νett̄ mW + 2mtop 5 0.009415±0.000003 0.01159±0.00001

c.3 pp→ (γ∗/Z →)e+e−bb̄ mZ + 2mb 4 9.459±0.004 15.31± 0.03

c.4 pp→ (γ∗/Z →)e+e−tt̄ mZ + 2mtop 5 0.0035131±0.0000004 0.004876±0.000002

c.5 pp→ γtt̄ 2mtop 5 0.2906±0.0001 0.4169±0.0003

d.1 pp→W+W− 2mW 4 29.976±0.004 43.92± 0.03

d.2 pp→W+W− j 2mW 4 11.613±0.002 15.174±0.008

d.3 pp→W+W+ jj 2mW 4 0.07048±0.00004 0.1377±0.0005

e.1 pp→HW+ mW +mH 5 0.3428±0.0003 0.4455±0.0003

e.2 pp→HW+ j mW +mH 5 0.1223±0.0001 0.1501±0.0002

e.3 pp→HZ mZ +mH 5 0.2781±0.0001 0.3659±0.0002

e.4 pp→HZ j mZ +mH 5 0.0988±0.0001 0.1237±0.0001

e.5 pp→Htt̄ mtop +mH 5 0.08896±0.00001 0.09869±0.00003

e.6 pp→Hbb̄ mb +mH 4 0.16510±0.00009 0.2099±0.0006

e.7 pp→Hjj mH 5 1.104±0.002 1.036± 0.002

Table 2: Results for total rates, possibly within cuts, at the 7 TeV LHC, obtained with MadFKS

and MadLoop. The errors are due to the statistical uncertainty of Monte Carlo integration. See
the text for details.

• In the case of process c.5, the photon has been isolated with the prescription of

ref. [13], with parameters

δ0 = 0.4 , n = 1 , εγ = 1 , (2.3)

and parton-parton or parton-photon distances defined in the 〈η,ϕ〉 plane. The photon
is also required to be hard and central:

p(γ)T ≥ 20 GeV ,
∣∣∣η(γ)

∣∣∣ ≤ 2.5 . (2.4)

– 7 –
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NLO and PS merging 
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Merging of  multiple NLO QCD calculations with 
different jet multiplicity with PS in Sherpa 

�  Recent application: 0+1jet combined NLO analysis of  
AFB in top-pair production 

�  MEPS@NLO: combines multiple NLO with PS => 
merged simulation of  t t  and t t +jet production which 
preserves both the NLO accuracy of  the fixed-order 
prediction and the logarithmic accuracy of  the parton 
shower 

�  GOSAM (Samurai+Golem): virtual NLO QCD corrections 
(interface to Sherpa with BLHA) G.Cullen et al. 1111.2034  

�  MC@NLO automated in Sherpa: modified subtraction to 
avoid overlap between NLO and PS 

S.Hoche et al, 1306.2703 
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AFB(PT) and AFB(Mtt): Comparison with CDF data 

Sherpa+GoSam
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Figure 2: Systematic uncertainty due to variation of the merging cut (left) and due to the scale choice
(right). The dotted (dashed) lines in the left panel correspond to contributions from the zero
(one) jet MC@NLO. The two bands in the right panel depict results from di↵erent choices of
the functional form of the core scale, for more details see the main text. Each band has been
obtained by varying the respective default scale by factors of two.

jet criterion.3 We find that the variation associated with the choice of resummation scale is in most cases
smaller than the statistical uncertainty in our simulation. The other two types of uncertainties are discussed
in the following.

Merging uncertainties

The left panel of Fig. 2 displays the e↵ect of varying Q
cut

in the range from 5 to 10 GeV. E↵ects on the
log pT,t¯t spectrum are below 10%. Potential discontinuities in the transition from the zero to the one jet
domain are generated by di↵erences between the tt̄ MC@NLO at finite transverse momentum and the tt̄+jet
MC@NLO. Out of the two predictions, the tt̄ MC@NLO is less accurate. Small discontinuities therefore
indicate that it still provides a good estimate of the tt̄+jet production rate at NLO. This means that we
can reliably compute the transverse momentum dependent asymmetry, except for the first bin, where the
prediction is formally still only LO accurate due to the large contribution from the tt̄ MC@NLO.
Note that we observe unitarity violations in our merging approach. A comprehensive analysis of the unitarity
constraint on the parton shower in the context of merging algorithms was presented recently [38], and a new
method has been proposed to restore the overall normalization of the inclusive event sample exactly [37].
Here, we follow a simpler approach, where unitarity violations may occur, but their impact on the total cross
section is beyond the order at which we claim our calculation to be exact [19].

Scale uncertainties

The right panel of Fig. 2 displays the uncertainty arising from a variation of renormalization and factorization
scales in the range 1/2 µR/F . . . 2 µR/F . The two di↵erent bands were generated by choosing the central scale
for the pp̄ ! tt̄ “core” process in the simulation as either the invariant mass of the tt̄-system, or as twice
the product of four-momenta of the color-connected partons in the large-Nc limit of the “core” process. We
will refer to the latter scale choice as the “QCD” scale. The identification of the color flow in the qq̄ ! tt̄
subprocess is unique. In the gg ! tt̄ subprocess we assign color connections according to the method used
in [33], extended to the case with massive final-state quarks.

3Strictly speaking this is not an uncertainty, as one would attempt to choose the parameters such that the phase-space
region of interest for experimental analyses is always fully covered by respective NLO parton-level calculations [34].
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Figure 3: Top quark forward–backward asymmetry in dependence on the transverse momentum (top cen-
ter), the absolute of the rapidity separation, �y,t¯t ⌘ |yt � y

¯t| (bottom left), and the invariant
mass (bottom right) of the tt̄ system. MC@NLO zero plus one jet merged predictions – together
with their uncertainty bands – are shown for both of the scale choices studied in this work,
cf. Sec. 3.2. The comparison is against CDF parton-level corrected data published in Ref. [5].

The largest contribution to the overall uncertainty of our predictions arises from µ
R/F

variation – those from
other sources are by and large negligible. We observe a sizable reduction of scale uncertainties when going
from LO to NLO merging, which was already noted in Sec. 3.2. At the same time, however, the central
values of A

FB

decrease and therefore the discrepancy with the CDF data increases. It should be stressed
that the MEPS@LO results for A

FB

have to be interpreted with caution. The lack of important higher-order
corrections in their calculation, and the correspondingly large scale uncertainties, point to an agreement
with experimental data that is rather accidental. Signs of an incomplete, only qualitative description are
also given by the larger spread between the central values associated with the di↵erent functional forms of
the core scale. Moreover, the discrepancy, in particular for the lowest pT bin in A

FB

(pT,t¯t) poses a problem,
as can be seen in Fig. 2.
The disentanglement of the soft and hard regime can be easily achieved in terms of pT,t¯t. It would therefore
be interesting to obtain independent measurements for the two di↵erent transverse momentum regions,
preferably for an even lower cut. Due to the formal NLO accuracy of the MEPS@NLO result for pT,t¯t >
50 GeV we expect a better agreement with data. This is in fact confirmed in Fig. 3

8

Sherpa+GoSam

CDF data
Phys. Rev. D87 (2013) 092002

Meps@Nlo µcore = µQCD
perturbative uncertainty
Meps@Nlo µcore = mtt̄
perturbative uncertainty

0 10 20 30 40 50 60 70

-0.3

-0.2

-0.1

0

0.1

0.2

0.3
Transverse momentum dependent forward-backward asymmetry

pT, tt̄ [GeV]

A
FB

(p
T,

tt̄
)

Sherpa+GoSam

CDF data
Phys. Rev. D87 (2013) 092002

Meps@Nlo µcore = µQCD
perturbative uncertainty
Meps@Nlo µcore = mtt̄
perturbative uncertainty

0 0.5 1 1.5 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Rapidity dependent forward-backward asymmetry

Dy, tt̄

A
FB

(D
y,

tt̄
)

Sherpa+GoSam

CDF data
Phys. Rev. D87 (2013) 092002

Meps@Nlo µcore = µQCD
perturbative uncertainty
Meps@Nlo µcore = mtt̄
perturbative uncertainty

350 400 450 500 550 600 650 700 750

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Mass dependent forward-backward asymmetry

mtt̄ [GeV]

A
FB

(m
tt̄
)

Figure 3: Top quark forward–backward asymmetry in dependence on the transverse momentum (top cen-
ter), the absolute of the rapidity separation, �y,t¯t ⌘ |yt � y

¯t| (bottom left), and the invariant
mass (bottom right) of the tt̄ system. MC@NLO zero plus one jet merged predictions – together
with their uncertainty bands – are shown for both of the scale choices studied in this work,
cf. Sec. 3.2. The comparison is against CDF parton-level corrected data published in Ref. [5].

The largest contribution to the overall uncertainty of our predictions arises from µ
R/F

variation – those from
other sources are by and large negligible. We observe a sizable reduction of scale uncertainties when going
from LO to NLO merging, which was already noted in Sec. 3.2. At the same time, however, the central
values of A

FB

decrease and therefore the discrepancy with the CDF data increases. It should be stressed
that the MEPS@LO results for A

FB

have to be interpreted with caution. The lack of important higher-order
corrections in their calculation, and the correspondingly large scale uncertainties, point to an agreement
with experimental data that is rather accidental. Signs of an incomplete, only qualitative description are
also given by the larger spread between the central values associated with the di↵erent functional forms of
the core scale. Moreover, the discrepancy, in particular for the lowest pT bin in A

FB

(pT,t¯t) poses a problem,
as can be seen in Fig. 2.
The disentanglement of the soft and hard regime can be easily achieved in terms of pT,t¯t. It would therefore
be interesting to obtain independent measurements for the two di↵erent transverse momentum regions,
preferably for an even lower cut. Due to the formal NLO accuracy of the MEPS@NLO result for pT,t¯t >
50 GeV we expect a better agreement with data. This is in fact confirmed in Fig. 3
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Combining QCD and EW 
NLO predictions 
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NLO EW×QCD to W and Z production in 
POWHEG 

�  Implementation in POWHEG-W by Bernaciak et al 
1201.4804 and Barze et al. 1202.0465  

�  New: Implementation in POWHEG-Z by Barze et al, 
1302.4606 

7/15/13 US ATLAS meeting 

POWHEG-BOX

POsitiveWeight HardestEvent Generator4,5,6

contains NLO QCD corrections matched to Parton Shower (PYTHIA and HERWIG)
for several processes (POWHEG-BOX)
POWHEG method:

1. generate events with the hardest radiation at NLO
2. feed events into PYTHIA/HERWIG, all showering is softer than the first, hardest event

POWHEG master formula:

d� =
X

flavors

B̄(⇥n)d⇥n

8
<

:�(⇥n, p
min
T ) +

X

�r

h
d⇥rad�(⇥n, kT > pmin

T )R(⇥n+1)
i

B(⇥n)

9
=

;

B̄ � exact NLO di⇤erential cross-section � FKS subtraction
�(⇥n, kT ) � Sudakov form-factor � ensures hardest event

4P.Nason,JHEP 0411 (2004) 040, hep-ph/0409146
5S.Frixione,P.Nason and C. Oleari,JHEP 0711 (2007) 070, arXiv:0709.2092
6S.Alioli,P.Nason,C. Oleari and E.Re,JHEP 1006 (2010) 043, arXiv:1002.2581

7S.Alioli,P.Nason,C. Oleari and E.Re,JHEP 0807 (2008) 060, arXiv:0805.4802
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Impact of  NLO EW in presence of  QCD corrections 
on M(ll) in pp->γ,Z->l+l− at the LHC 

7/15/13 US ATLAS meeting 
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Fig. 8 Upper panel: lepton-pair invariant mass distribution around
the resonance according to the full QCD⇥EW predictions of the
POWHEG BOX (PWG EW + PYTHIA+PHOTOS), the standard QCD
POWHEG BOX (PWG + PYTHIA), the LO and the NLO EW approx-
imations. Lower panel: relative difference, in percent, between the full
QCD⇥EW predictions and the pure QCD ones (green, dashed line), in
comparison with the relative contribution due to pure NLO EW correc-
tions (red, solid line).
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Fig. 9 The same as Fig. 8 for the lepton transverse momentum distri-
bution.

resonance region receives large corrections and a significa-
tive shape modification from QED corrections, as empha-
sized in previous studies [12, 13, 45]. As shown in Fig. 8, the
left tail of the distribution is enhanced by the mechanism of
final state photon radiation by several tens of percent, while
the peak value is reduced by about 20%. For this distribution
the effect of the EW corrections largely exceeds that of QCD
radiation, and the impact of mixed QED⇥EW contributions
is substantial, especially in the left tail of the distribution.
The same kind of effect is present in the forward-backward
asymmetry as a function of the lepton pair invariant mass
for Ml+l� below the Z mass, as we checked explicitly in our
simulations. For the lepton p⇤ the well-known overwhelm-
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⇤

for the full range up to 350 GeV (whole plot) and in the range pZ
⇤

< 20 GeV (inset). The ATLAS data (for bare muons) are compared
with the predictions of the POWHEG BOX with full QCD⇥EW con-
tributions and QCD corrections only, and according to two PYTHIA
versions.

ing QCD effects are by far dominant over the EW contri-
butions, whose shape is washed out by QCD radiation (see
Fig. 9). For such a distribution, the interplay of the particu-
larly large QCD corrections with the ten percent level EW
effects gives rise to mixed contributions of the order of sev-
eral percents close to the peak, as clearly visible in the lower
panel of Fig. 9.

Non-negligible QCD⇥EW corrections are also present
in the very high tail of the invariant mass distribution shown
in Fig. 10. In this region the large EW corrections, enhanced
by Sudakov-like logarithms, in association with QCD radi-
ation induce mixed contributions which grow from a few to
several percents, as can be seen in the lower panel of Fig. 10.

Last but not least, we show for illustrative purposes in
Fig. 11 - Fig. 14 our results for the Z transverse momen-
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comparison with the relative contribution due to pure NLO EW correc-
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resonance region receives large corrections and a significa-
tive shape modification from QED corrections, as empha-
sized in previous studies [12, 13, 45]. As shown in Fig. 8, the
left tail of the distribution is enhanced by the mechanism of
final state photon radiation by several tens of percent, while
the peak value is reduced by about 20%. For this distribution
the effect of the EW corrections largely exceeds that of QCD
radiation, and the impact of mixed QED⇥EW contributions
is substantial, especially in the left tail of the distribution.
The same kind of effect is present in the forward-backward
asymmetry as a function of the lepton pair invariant mass
for Ml+l� below the Z mass, as we checked explicitly in our
simulations. For the lepton p⇤ the well-known overwhelm-
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Fig. 10 The same as Fig. 8 in the region Ml+l� > 1 TeV.
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Fig. 11 The normalized differential cross section as a function of pZ
⇤

for the full range up to 350 GeV (whole plot) and in the range pZ
⇤

< 20 GeV (inset). The ATLAS data (for bare muons) are compared
with the predictions of the POWHEG BOX with full QCD⇥EW con-
tributions and QCD corrections only, and according to two PYTHIA
versions.

ing QCD effects are by far dominant over the EW contri-
butions, whose shape is washed out by QCD radiation (see
Fig. 9). For such a distribution, the interplay of the particu-
larly large QCD corrections with the ten percent level EW
effects gives rise to mixed contributions of the order of sev-
eral percents close to the peak, as clearly visible in the lower
panel of Fig. 9.

Non-negligible QCD⇥EW corrections are also present
in the very high tail of the invariant mass distribution shown
in Fig. 10. In this region the large EW corrections, enhanced
by Sudakov-like logarithms, in association with QCD radi-
ation induce mixed contributions which grow from a few to
several percents, as can be seen in the lower panel of Fig. 10.

Last but not least, we show for illustrative purposes in
Fig. 11 - Fig. 14 our results for the Z transverse momen-
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Instead of  conclusions an invitation   
(see also J.Rosners’ talk) 

 �  Snowmass Study group: Quantum Chromodynamics 
and the Strong Force 

�  Conveners: John Campbell,Kenichi Hatakeyama, Joey Huston, Frank 
Petriello 

�  Selection of  questions (see Snowmass webpage): What are the 
prospects for future higher order calculations at NLO and matched 
with parton showers? What subtleties remain to be understood for 
precision measurements? What is the best way to distribute the 
results of  complex NLO, and emerging NNLO, calculations to the 
experimental community? Survey of  the importance of  electroweak 
corrections (both those already calculated and possible impact of  
as-yet uncalculated contributions). 
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Instead of  conclusions an invitation  

�  Snowmass study group: Precision Study of Electroweak 
Interactions 

�  Conveners: Ashutosh Kotwal, Michael Schmitt, D. W. 

�  Charge (see webpage for more details): Identify the most 
important precision observables that can reveal deviations 
from the standard model. Identify the thresholds of  precision 
that needs to be achieved for each of  these observables in 
order to be definitively sensitive to new physics. Study the 
precision that can be achieved at each proposed facility on 
these observables, and ask what machine and detector 
parameters are required to reach the discovery threshold. 
Identify the calculational tools needed to predict standard 
model rates and distributions in order to perform these 
measurements at the required precision. 

7/15/13 US ATLAS meeting 39 


