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galaxies	 Galaxies	&	hot	gas	in	
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2 The Q Continuum Simulation

FIG. 2.— Time evolution of the matter distribution between z = 4 to z = 0. Shown is the output from one of the 16,384 nodes the simulation was run on. The
visualizations here and in Figure 4 are generated with the vl3 parallel volume rendering system (Hereld et al. 2011) using a point sprite technique.

volume, number of particles evolved, and ⌦m) are used as the
master variables in the figure. The ideal survey simulation aims
to be as close to the upper right corner as possible, characterized
by a sufficiently large volume and with high mass resolution.

In Figure 1 we have also attempted to capture the range of
N-body methods used in cosmology, including pure tree codes
such as 2HOT used for the recent DarkSky simulations (Skill-
man et al. 2014), hybrid tree particle-mesh (TPM) codes such as
GADGET-2 and variants used for the Millennium simulations,
the MultiDarkP simulation1, the MICE simulations (Fosalba et
al. 2013) as well as one of the HACC implementations used
for the Outer Rim simulation (Habib et al. 2014), in addition to
particle-particle particle-mesh (P3M) codes such as the HACC
implementation used in this paper for the Q Continuum sim-
ulation and CUBEP3M used for the Jubilee suite (Watson et
al. 2014), and finally the adaptive mesh refinement-based code
ART (Adaptive Refinement Tree), used for the Bolshoi simula-
tion (Klypin et al. 2011).

The computational costs for moving towards the upper right
corner in Figure 1 are severe (Power et al. 2003). Higher mass
resolution requires higher force resolution and increased time-
resolution to accurately resolve structures forming on small
scales. For instance, cluster-scale halos are resolved with many
millions of particles (the largest cluster in the Q Continuum
simulation has more than 25 million particles) adding signifi-
cantly to the overall computational costs. Another difficulty in
increasing the size of simulations is the available memory. Only
the largest supercomputers possess sufficient system memory to
allow state of the art simulations. Unlike the maximum avail-
able computational power, which continues to steadily increase
(although becoming harder to use), the available system mem-
ory is not keeping pace with performance (Kogge and Resnick
2013).

To overcome current and future challenges posed by large
cosmological simulations with high mass and force resolution,
we have designed the HACC (Hardware/Hybrid Accelerated
Cosmology Code) framework, as described in Habib et al.
(2009); Pope et al. (2010); Habib et al. (2014). HACC runs
very efficiently on all currently available supercomputing archi-
tectures at full scale, and is responsible for some of the largest
cosmological simulations run to date. In particular, HACC per-
forms very well on accelerated systems, such as Titan at the

1http://www.cosmosim.org/cms/simulations/multidark-project/mdpl/

Oak Ridge Leadership Computing Facility2, the machine used
for the simulation described in this paper. Titan is comprised
of 18,688 compute nodes, each containing a 16-core 2.2 GHz
AMD Opteron 6274 processor with 32 GB of RAM. In addi-
tion, all of Titan’s compute nodes contain an NVIDIA Kepler
accelerator (GPU) with 6 GB of local memory. This combi-
nation leads to more than 20 PFlops of peak performance, en-
abling the Q Continuum simulation described here. The Q Con-
tinuum simulation evolves more than 549 billion particles in a
(1300 Mpc)3 volume. Figure 2 shows the time evolution of the
matter distribution from the output of a single node (the full
simulation run was carried out on 16,384 nodes), covering a
volume of ⇠(81 Mpc ⇥ 81 Mpc ⇥ 41 Mpc). These images give
an impression of the detail in the matter distribution as resolved
by this simulation.

The Q Continuum run has been designed to address a number
of scientific targets. Because of its large dynamic range in both
space and mass, it allows accurate calculations of several quan-
tities, such as the mass power spectrum, the halo mass func-
tion, and the halo concentration-mass relation, without having
to resort to using nested simulations. Another of its key sci-
entific goals is the creation of realistic synthetic sky maps for
surveys such as DES3 (Dark Energy Survey), DESI4 (Dark En-
ergy Spectroscopic Instrument), Large Synoptic Survey Tele-
scope, LSST (Abell et al. 2009), and WFIRST-AFTA (Spergel
et al. 2013). In order to do this, halo/sub-halo merger trees from
finely-grained output snapshots will be used to generate galaxy
catalogs using the methods described above. The mass reso-
lution has been chosen to enable the construction of catalogs
that can reach useful magnitude limits as set by the survey re-
quirements. Future exascale supercomputers – available on a
timescale when LSST and WFIRST will have turned on – will
provide sufficient computational power to carry out simulations
at similar or better mass resolution in larger volumes, including
subgrid modeling of a host of ‘gastrophysical’ effects.

The purpose of this paper is to describe the Q Continuum
run, including helpful details on how Titan’s accelerators were
used, and to present a first set of validation and scientific results.
Several detailed analyses of the simulation outputs are currently
underway and will appear elsewhere. The paper is organized

2https://www.olcf.ornl.gov/support/system-user-guides/titan-user-guide
3http://www.darkenergysurvey.org/
4http://desi.lbl.gov/

Structure	forma2on	in	numerical	simula2ons	

dark	ma?er	clumps	<->	dark	energy	acts	as	repulsive	force	

dark	ma?er	halo	

The	Q	Con2nuum	Simula2on:	Heitmann	et	al.,	2015	(arXiv:1411.3396)	
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Flat	ΛCDM	&	wCDM	cosmology	
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Growth	of	Structure	
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