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ABSTRACT

I worked this summer as an intern at Fermi National Laboratory Computing Division. I was involved in the development of the data acquisition system of a Test Beam Telescope device. The device obtains and analyses signals from pixel detectors and can be use to study or standardize other detector. Following the last test of the device on the Meson Test Beam Facility decisions were made to improve the device. I was then assigned a project to install a fast Analog to Digital Converter (ADC) into the circuit Board (CAPTAN DCB) of the Test Beam Device.

This paper discusses my project and the steps I took to achieve my results. This paper is written in such a way as to explain anybody with little circuitry knowledge to understand and appreciate my project. The report starts with a long introduction into the ESE department of computing division. It then describes the Test beam telescope stating the problems and my project objectives.
The details of the steps I took in the project are in the Methods and Tools. The results and discussions follow. There is a reference section in any case you want further information on this report. I hope you educate yourself with this paper.

INTRODUCTION / PROBLEM DESCRIPTION
The Feynman Computing Division of Fermi National Accelerator Laboratory is not only experienced in database computation and management but equally deep in the design and development of detectors for high energy particle physics research. I worked in the Electronic Systems Engineering (ESE) Department in the Computing Division at the Fermi National Accelerator Laboratory and had a significant experience developing the data acquisition systems to support the Test Beam Telescope.
In the past, new applications required a significant investment in new hardware, firmware, and software development to support additional requirements. These investments are often costly and are not always backward compatible with earlier developments. Once the devices developed by the ESE department are certified, they are used in characterizing individual detector devices and modules for detector research. Systems have also been developed to support the commissioning of detectors used in running experiments such as the Compact Muon Solenoid at the Large Hadron Collider at CERN. 

The Test Beam Telescope works with the CAPTAN (Compact And Programmable daTa Acquisition Node). The CAPTAN has architecture for distributed data acquisition and processing system that can be employed in a number of different applications ranging from test stand DAQ (Data Acquisition) system to high performance parallel computing nodes. In this paper, we describe the CAPTAN. We developed a firmware and software for testing a fast analog to digital converter (ADC) on the CAPTAN Data Acquisition System.

CAPTAN
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Fig. 1:
Stack of CAPTAN boards




The CAPTAN is a system of hexagonal-shaped boards used in acquisition, regulation and distribution of data collected from a detector. In the figure above you will find a stack of CAPTAN boards connected via their vertical bus. Stack as in the Fig.1 always have a controller board that manages other dummy boards along with an Analog-Digital Convertor and a power board. These boards are connected to each other via buses on the face each board. The dummy boards are there to help for a more speedy and efficient distribution and compression of gathered data. Some of the dummy boards also have processors for dual processing. Rotating the next board 90 degrees allows multiple buses to be used at once when stacking. This allows for flexibility and does not let the other parts of the four part hex board to lie idle.
The CAPTAN architecture is based on core elements known as system nodes. A node is a stack of boards connected together by the vertical bus in which boards in the same node have access to the vertical bus and therefore are accessible to each other. There are no limits to the number of nodes that can work together in a system; the only limit is the number of boards that a stack contains. 

The CAPTAN architecture supports two types of data paths, namely, the intra-node and the inter-node data paths. The intra-node communication is achieved by means of the vertical bus that connects all the boards in the same node. The inter-node communications is realized by two different paths, the horizontal bus and the gigabit Ethernet link (GEL).

Another key feature of the architecture is the existence of core boards providing the communication and signal processing functions of the node system forming the central part of the hardware. In addition to the core boards (also known as primary boards), there are secondary boards and user boards.

Finally, the software is an integral part of the CAPTAN system, and it exists in two levels, namely, the computer to node communications and the network manager. 
Test Beam Telescope
The Test beam telescope employs the use of pixel detectors. Pixel devices have been in use since 1998 with the first test beam (FPIX0) tested in 1999. It has always been a practice to improve the pixel chips and also develop better Data Acquisition for the signals. The design and development of pixel device have been done by the ESE department. The Test Beam Telescope is used in testing pixel devices like the diamond detector. With the Test beam we can set a standard on how other detector devices should operate.
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Fig. 2: Test Beam Telescope Block Diagram
The Telescope’s system employs the use of a beam siphoned from the main accelerator ring when it is running in proton mode. It can also run in pion mode, electron mode and muon mode. In these other modes, these particles instead of protons are shot at a through a telescope set up. This telescope set up has the device under test in between two tested and well known detectors. The trigger signal is obtained from the scintillator and with appropriate timing; the telescope will pick up signals from the beam. The trajectory of the beam is determined by noting the points at which it interacts with the two known detectors.  The position of the beam is determined by the x-y coordinates which the pixel detector gives. When the silicon experiences a charge at a point resulting from the charged beam running through it, the charge is amplified by the read out chips and passed on to a computer for processing and interpretation. The interpretation gives us the x-y coordinates of the trajectory of the beam. The new detector is checked to see if it confirms the information given by the two known detectors. 

The amplified signals from the read out chips are sent to a data acquisition board.  The primary purpose of this board is to take these signals, convert then to a digital signal if necessary and arrange them in packets which are read, processed and interpreted by computer software. Below is a coupled Test Beam Telescope ready for test in the Meson Beam Test Facility.
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Fig. 3: Test Beam Telescope Hardware
FNAL Meson Test Beam 


The Meson Test Beam facility is very important in our work with detectors. The facility serves as a testing place for new inventions and design.  With a laboratory of the size of Fermi it is apparent that lots of electronic devices used in the lab are manufactured in the lab. Many of the devices are pixel detectors and data acquisition modes. The devices used in the laboratory are often expensive and so it is imperative to test the devices on a smaller scale before commissioning the development of a larger scale of device for Laboratory use. 
When a new silicon strip pixel detector or any other detector is created, testing is required to make sure it functions as it should and to learn the characteristics of the detector in question. This detector is taken to the Meson Test Beam facility. The Meson test beam facility is a test area at the lab where parts for experiments are tested in controlled situations mimicking what they would face if placed in the detector. This is very important to avoid unexpected behavior when parts of devices are operating in a running experiment. We spent one week in the facility to test the Test beam Telescope. At the end, we came up with ideas, changes and results that will be applied to improve the Test Beam Telescope.  
Data Conversion
Data conversion is basic in the test beam telescope. The need is taken care of by the CAPTAN Data Conversion Board (DCB). The DCB has Analog to Digital Converters (ADC) which will convert the analog signals from the detectors into digital signals suitable for calculations in the device and software. The DCB also has CPLD devices which can be programmed to control the ADC and the other hardware in the board. 
While in the M-Test Facility, the Test Beam was operated using a 65 Mega samples per second ADC. This ADC was used to sample the signals from the PSI46 pixel chip. The aim is to make calculations using the digitized data for the sake of decoding information in the pixel device. A signal contains detailed beam information including the amplitude and address of a beam shot on the pixel. The PSI46 operates nominally at 40 MHs but for the sake of the rather slow ADC, it was operated at 27MHz. The Fig. 4 is a specification of a PSI46 signal, carefully study the pattern and compare with Fig.5.
[image: image6.emf]Fig. 4: PSI46 Pixel Chip - External Specification, 
pg 22 <http://www-ese.fnal.gov/eseproj'/CMS/Hardware_Common/PSI46/PSI46v2_ex_spec.pdf>
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Fig. 5: Sampled PSI 46 signal by Test Beam Software
Problem
With the reduced speed and slow sampling, tuning the device to a proper working state wasn’t easy. An error in decoding information from the signal can distort the beam spot view and the accuracy of the Telescope. It makes more sense to seek for a faster sampling ADC. I spent most of the time during this internship program installing a 1Gsps ADC for use in the Test Beam Telescope.  With a 1 Gsps, we can get more defined sample and it will ease the burden on the software in decoding information in the PSI46 signal.  
METHOD and TOOLS USED
In an effort to further advance the Test Beam detector and enhance proper encoding of analog signal to digital we implemented the fast Analog to Digital Converter (ADC). The CAPTAN supports a 1 Giga sample per second ADC in the DCB (Data Conversion Board). As previously seen in Fig. 1, this chip is located at the top central position on the blue hexagon and it has 128 pins. The pins are pre-wired to specific locations on the board and on busses in the hardware to allow for use. The data sheet of the CAPTAN specifies the hardware configuration and wiring of the device.

Therefore, to implement the ADC we had to work with the CAPTAN data sheet and craft out a suitable model upon which this powerful device will be useful in the Test Beam Telescope. Our steps made use of software tools such as: ALDEC® Active HDL, ISE ®, Chipscope Pro, Microsoft ® Visual Studio and of course hardware tools including; CAPTAN Boards, Signal Generator and Oscilloscope.  
Routing the ADC pins
To route the ADC pins, we used the ISE hardware development tool. Good information from the CAPTAN and ADC data sheets are very helpful as well. With the pieces of information from the datasheets, we determine the most suitable routing that will support the signal design we are implementing. We had the pins on three categories: (i) signal pins, (ii) CPLD controlled pins and (iii) FPGA controlled pins. The signal pins already have a predetermined routing scheme. Their pins are either hard wired in the firmware or wired to a bus port to be routed through a firmware. The input/output signals and all the clocks and power signals where among this category.
The CPLD and FPGA controlled signals are mostly controls for the ADC. There is a CPLD (Complex programmable logic device) in the DCB board. The CPLD has an internal memory that helps it keep its programmed design even after a power down. We used the CPLD to place bits on ADC pins that have little need for change. The FPGA controlled pins are mainly pins that have more flexibility and will be changed by the user as the development process goes. To route pins on the FPGA and CPLD we wrote firmware using the ISE and programmed the CAPTAN board according via the USB – Jtag link. It is good practice to check test the device after routing.

Testing Device
The next step we took was to ensure that the ADC works as designed. A simple rather crude check that a programming event has taken place is to check for changes in the current running the device. A more concise way to test the ADC performance is to put up probes on the pins and inspect their activities using an oscilloscope. However, we got a better way of testing by using Chipscope Pro software that comes with ISE® and that can digitally check for signals within the firmware. 

To use the Chipscope Pro we had to set our clocks and choose the signals to be triggered on. The Chipscope pro project is saved as a .cdc file which is added to the ISE firmware project. After compiling and generating programming code from the ISE, a cdc code is also generated with the capability of scoping through the FPGA for signals as we designed it. With a series of tests and suitable changes in the wiring, we acquired a better understanding of our device and got it to operate properly.
ADC Amplitude Testing
 The fast ADC must accurately convert the analog inputs to a digital output. To confirm that our 1Gsps ADC does this we supplied analog signals to the device and studied the output for confirmation.

The first problem was in finding a suitable analog signal. Our device data sheet specifies that a differential analog signal with range (+435mV to -435mV) to be used. Using a pulse signal generator, we achieved the device signal specification by adding a little circuitry to the two output channels. We confirmed our signal using an oscilloscope. With the oscilloscope we also measured the device’s differential voltage amplitude and also confirmed the frequency of the signal. The set up for testing the amplitude of the ADC is drawn in Fig.6 below. Now we have a known differential analog signal, the next step is to confirm that our device accurately samples the signal.
Therefore, the Chipscope Pro comes handy one more time. We checked the output bus and first observed that there was no correlation with the analog input. After a review of the ADC data sheet, we detected a hardware error which was fixed and got our device working. We varied the voltage amplitude and the frequency. The output data was nicely correlated to the expected data specified in the ADC data sheet.
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Fig. 6: ADC Amplitutde tesing
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Fig. 7 :Confirming ADC Transfer Function
 Verification with Software

At this point we are confident that the fast ADC is working properly in the CAPTAN board with the controls modeled accordingly. To have the ADC useful to the Test beam telescope we have to verify the device with the Test beam telescope software. The software is written in Microsoft® Visual C++ and it communicates to the CAPTAN hardware through a 64 bit Ethernet link. The CAPTAN has a Giga bit Ethernet Link (GEL) for the purpose of data flow.  

We had to design a system that communicates the output data from the ADC to the software through the GEL and also organize register controlled bits to operate the ADC from the software. The write command in the software was suitable to operate the bits that control the ADC. We had to make controls using 3 of the 64 available bits. To read from the ADC, we implemented the “burst” mode of the software which basically enables flow of data from the Ethernet into the computer.  

The major problem with sending data through the Ethernet link is that it has a limiting speed of 1Gbps. Our ADC can run for more than 8Gbps. This means that we will lose data if we simultaneously read data as it is sampled from the ADC. To solve this problem we used a FIFO to collect a suitable amount of data and then write the data to the Data Manager. The Data Manager is a CAPTAN firmware that controls the burst. We also designed a FIFO Controller to ensure proper function of the FIFO.

FIFO for ADC
The FIFO (First In First Out) block is available from the FPGA in the NPCB board of the CAPTAN. It is implemented from the RAM16 blocks. With the FIFO we save data at a different bus width and write clock than the read bus width and read clock. To generate a FIFO block, we use the IP core generator from the ISE®. 
[image: image10.png]FIFO Controller Strategy

Reset

FIFOCONTROLLER [~
Tx_data_fifo_full

Done
DCBBoard
Write enabl
Read Enable
Reset
Write CLK
Read CLK

Read Count
Datain Bus 16

FIFO

frriy Write Count





Fig. 8: FIFO Data Transfer Schematic
Designing the FIFO Controller

As indicated in the diagram above, it is necessary to get a controller that will provide the write and read signals for the FIFO and as well as other signals for the Data Manager block. There are several tools that can be useful in designing a controller for the FIFO. I decided to use the State Machine design tool with the ALDEC® Active HDL to build a FIFO Controller. State Machines are more interactive and represent the firmware as operating between defined states which allows for easy debugging. We were also interested in simulating the Controller in the Testbench to see its operation before importing it into the ISE environment. An Aldec® Active HDL State Machine development environment is shown below in Fig.9 with important symbol description.
We designed the controller to allow for writing into the FIFO until it’s full and then read the data into the Data Manager. We have to also be sure that the Data Manager FIFO is not full and also other discrepancies that can cause loss or distortion of data. 
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Fig. 9:  A state Diagram and State Machine Design Symbols

 Once a HDL file for the FIFO and the FIFO Controller are available, the next step is to add a copy of the source code to the ISE® project. This allows us to generate a block diagram of the FIFO and its controller in the CAPTAN firmware. The blocks are routed and the ISE compiles it for programming into the FPGA. 

If we took our steps properly, the ADC controller would be ready for use in the Test Beam Telescope. The results are to show how the Telescope interprets the data from ADC.
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Fig. 10: Xilinx ISE® project with generated blocks
This print screen picture has the generated FIFO and FIFO Controller blocks. The project is routed and programmed into the FPGA for use.
RESULTS and DISCUSSION
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Fig. 11: Snap shot of sampled signal
The Figure above is a print screen of the Test Beam software. A 50 MHz signal sent to the ADC is sampled and can be viewed on the software’s ADC snap shot tab. This result confirms that the fats ADC is ready for use to collect signals from the pixel device. The speed of sampling can be changed by reprogramming the DCM in the FPGA to deliver the appropriate sampling clock speed. The ADC will be used in subsequent tests of the telescope and will reduce the time and stress of tuning the device for better sampling. 

A suggested improvement in the device is to create a high speed bulk memory on the CAPTAN. This will replace the FIFO currently used throttle the data and so will increase the FPGA efficiency and allow for a much larger number of samples. With enough samples, we can make frequency domain analysis. A possible way of getting high speed memory is to build CAPTAN memory boards.  
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