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Relevant Strategic Plans Strategic Plan for Intensity Frontier Program
NOvA Goal –
· Support for NOvA offline computing for Integration Prototype Near Detector (IPND) data taking in 2010
· Implement and support tools and procedures for NOvA data handling

· Integrate  NOvA hardware and software efforts into Intensity Frontier computing approach
· Develop strong computing and analysis programs at Fermilab

· Develop professional, robust data taking, processing and analysis systems. 
NOvA Strategy – 

· Design and implement NOvA data-handling.
· Configure NOvA MC generation, reconstruction and analysis jobs to use GRID resources.
· Augment CD resources to support 40-50 NOvA users.
· Maintain and develop packages in support of the Offline software as required.
· Setup and maintain networking and security plan for IPND.
· Provide common code base and builds on Fermi Linux platform. (NOvA collaboration responsibility)
NOvA Progress indicators - 
· Generation and storage of a large sample of physics MC events

· Operation of the NOvA IPND from the shared MINOS control room

· Processing of a large sample of physics events off-line leading to

Publication of papers in refereed journals

FY09 Accomplishments (both NOvA and CD)
1. Test of CONDOR for job submissions. (NOvA)
2. Establishment of NOvA VO group in support of grid use. (CD and NOvA)
3. Full through test of GENIE Monte Carlo generator to digitized data to track reconstruction to event display using FMWK framework. (NOvA)
4. Prototype database being used to store calibrations/run parameters.  (NOvA and CD)
5. Successful storage of calibration constants in database and use of those constants in reconstruction of data. (NOvA)
6.  Nightly builds of NOVA code (NOvA)
7. CD has provided excellent support for common products such as CVS, docdb, CRL and has helped many users through the help desk facility. (CD)
Not Accomplished in FY09
1. NOvA is not yet fully integrated into the CD strategic plan, budget or effort and tracking system. (needs CD effort)
2. Hardware (disk/CPU) for the data taking and analysis still being specified for purchase. (needs short term CD effort)
3. MOU drafted but needs to be finalized. (NOvA and CD)
Objectives for FY10 

1. Data acquisition systems running for IPND , need network security plan. (NOvA and CD)

2. All local NOvA Linux computing uses approved Fermi SL with standard security settings. (NOvA and CD)

3. Implement SAM services for data tracking, storage and delivery. (NOvA and CD)
4. Support NOVA computing environment, including:

· Design and implement data handling operations (NOvA and CD)
· Provide raw data archiving. (NOvA and CD)
· Develop and support NOVA instance and use of SAM. (NOvA and CD)
· Support FNAL products needed for the NOvA software environment. (CD)
· Develop techniques and standards for running analysis processing on FermiGRID (NOvA and CD)
· Support NOVA DocDB instance. (NOvA and CD)
· Support NOVA CRL instance. (NOvA and CD)
5. Support NOVA Control Room Computer operating systems (NOvA and CD)
6. Support NOvA data acquisition systems OS and security. (NOvA and CD)
7. Assure that all NOvA codes can be built on local FSL machines. (NOvA)
8. Provide user consulting to NOVA collaborators in use of the data handling, computing systems and offline framework. (NOvA and CD)
9. Acquire 40 CPU cores for interactive analysis and batch testing. (NOvA and CD)
10. Acquire 30 TB of disk for data storage, with pnfs/sam as backup. (NOvA and CD)
11. PREP equipment pool and support very helpful in setting up prototypes and beam test. (NOvA and CD)

12. Continue to work with PREP to use standard equipment where possible. (CD)
ACTIVITIES
Activity= /Intensity Frontier/NOvA/PostgreSQL database and support
· Activity type:
Support
· Description:
Operational support for PostgreSQL database service used for construction and conditions database
· Timescale:
Ongoing
· Milestones:
------ 

· Metrics
Service request times < 1 business day
Activity= /Intensity Frontier/NOvA/SAM setup and support
· Activity type:
Project
· Description:
Install SAM databases and SAM services for both Development and Production. Both dev and prod hardware needs to be identified/procured. Provide scripts and support to help NOvA populate and use the catalog.
· Timescale:
Q01-CY10
· Milestones:
Hardware Identified, ORACLE loaded, SAM services set up, utility tools provided,  experiment uses routinely
· Metrics
------
Activity= /Intensity Frontier/NOvA/ORACLE SAM database and support

· Activity type:
Support
· Description:
Operational support for ORACLE SAM databases, Development and Production. Both dev and prod are on hardware shared with MINOS. 
· Timescale:
Ongoing
· Milestones:
------ 

· Metrics
Service request times < 1 business day
Activity= /Intensity Frontier/NOvA/General Support

· Activity type:
Service
· Description:
Support driven by infrastructure changes
· Timescale:
Continuous
· Milestones:
------

· Metrics
Service request times < 1 business day
Activity= /Intensity Frontier/NOvA/Setup Control Room 

· Activity type:
Project
· Description:
Install Control Room machines and networking services. The hardware will be purchased by the NOvA project, but CD (John Urish) will be involved in specification or servers, and layout of 12th Floor Control Room.
· Timescale:
Q01-CY10
· Milestones:
Hardware purchased/identified by NOvA project, SLF installed, applications needed for CR installed. 
· Metrics
------
Activity= /Intensity Frontier/NOvA /System Support for Control Activity type:
Service
· Description:
Maintain Control Room computers
· Timescale:
Continuous
· Milestones:
-------
· Metrics
Service request times < 1 business day
Activity= /Intensity Frontier/NOvA /User Consultation

· Activity type:
Service
· Description:
Support driven by customer requests. Software support and account generation for local cluster, databases, CRL, docdb, CVS, VPN, VO.
· Timescale:
Continuous
· Milestones:
-------
· Metrics
Service request times < 1 business day
Activity= /Intensity Frontier/NOvA/Hardware Improvements

· Activity type:
Project
· Description:
Requisition, installation and commissioning of Central storage and interactive login CPU.
· Timescale:
4Q-CY09
· Milestones:
Available for use to prepare for  IPND
· Metrics
-------
Activity= /Intensity Frontier/NOvA/Code management tools

· Activity type:
Project
· Description:
NOvA is exploring a suite of code management tools including SVN and a set of code, bug, and release tracking tools. These are based on the tools in use by the Daya Bay experiment. CD assistance will be needed and a possible joint Intensity Frontier project may emerge. 
· Timescale:
Q04-CY09 through Q01-CY10
· Milestones:
Evaluate Daya Bay tools, outline project, Identify hardware platform, develop and test prototype, establish service. I n the long term maintenance and support will be needed it the project is deemed viable.  
· Metrics
------
Priorities:  
1. Provide adequate disk and CPU for user analysis as the IPND run starts.

2. Implement data catalog and storage system. (probably SAM for catalog, will need simple archiving to pnfs while this is being set up.).  
3. Implement production databases for hardware tracking, run data, calibration constants and pedestals. 
4. Integrate NOvA operations and support into CD structures.
Change control: Changes or delays in deployment of objectives need the approval of the /Intensity Frontier/NOVA activity leader.

Risk Assessment:

Professional quality computing is vital for the success of the NOvA experiment and project.  There is a high risk of project failure if  inadequacies in computing resources and implementation are not managed.

1. Failure to provide adequate computing resources limits the ability of the experiment to commission the detector, take data and publish the physics in a timely fashion.  

2. Failure to implement a robust archiving system for data could lead to data loss.
3. Failure to support NOVA Control Room could lead to operational consequences for NOVA data taking.  This has implications for DOE performance metrics.
4. Failure to have a small number (~ 1.7 FTE) of support staff from CD assigned to NOvA will lead to continued delays in implementing sensible and professional software and hardware solutions.  

RESOURCES REQUEST

Staffing Request:  (total=1.7 FTE)
· Setup of Control Room computers and network. -0.1 FTE

· System support for Control Room – similar to MINOS 0.1 FTE.

· General support

· User accounts. 0.1 FTE 

· data handling systems 0.3 FTE

·  grid production  0.3 FTE

·  Docdb CRL 0.1 FTE

·  Databases 0.1
· Code management project 0.3

· Physicist Liaison for NOvA 0.2 FTE

· Installation and support for IF cluster nodes. 0.1 FTE
Estimated costs of hardware:


30 TB of Blue-Arc disk $45K


40 CPU cores added to IF cluster - $30K

Possible SAM db server $5K (probably share with MINOS/MINERvA hardware)

