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MINERvA Goal –
· Support MINERvA offline computing for full detector data taking in 2010
· Implement and support tools and procedures for MINERvA data handling

· Integrate MINERvA hardware and software efforts into Intensity Frontier computing approach
· Develop strong computing and analysis programs at Fermilab

· Develop professional, robust data taking, processing and analysis systems. 
· Publish results for 2009 prototype run.
MINERvA Strategy – 

· Design and implement MINERvA data-handling.
· Configure MINERvA MC generation, reconstruction and analysis jobs to use GRID resources.
· Augment CD resources to support 60-70 MINERvA users.
· Maintain and develop packages in support of the Offline software as required.
· Maintain Data Acquisition and Monitoring computing.
· Provide common code base and builds on Fermi Linux platform. (MINERvA collaboration responsibility)
· Promptly process data for experiment for calibration, monitoring and physics results.
MINERvA Progress indicators - 
· Generation and storage of a large sample of physics MC events

· Operation of the MINERvA Tracking full detector from the shared MINOS control room

· Monitoring of the detector to include on-line reconstruction and display of events in the full detector, status of controlled systems and environmental conditions.

· Processing of a large sample of physics events off-line leading to

· Publication of papers in refereed journals

FY09 Accomplishments (both MINERvA and CD)
1. Interactive login cluster established (called IF cluster)

2. Full MINERvA code built and tested on IF cluster

3. Reconstruction of 2 months of MINERvA data on IF cluster. 

4. Test of CONDOR for job submissions. (MINERvA)
5. Full through test of GENIE Monte Carlo generator to digitized data to track reconstruction to event display using GAUDI framework. (MINERvA)
6. MySQL database being used to store calibrations/run parameters from Tracking Prototype detector and full detector.  (MINERvA and CD)
7. Validation of ORACLE database and establishment of development and production ORACLE instances on minosora01 and MINERvAdbprod servers respectively.

8. Successful storage of calibration constants in prototype ORACLE/MYSQL database and use of those constants in reconstruction of data. (MINERvA)
9.  Nightly builds of MINERvA code (MINERvA)
10. MINERvA desktop cluster commissioned, with access to Blue-Arc disk, AFS and grid disk resources. (MINERvA and CD)
11. Data acquisition systems running in Wideband, MTest amd NuMI pit. Security plan reviewed. (MINERvA and CD)
12. All local MINERvA Linux computing uses approved Fermi SL with standard security settings. (MINERvA and CD)
13. PREP equipment pool and support very helpful in setting up prototypes and beam test. (MINERvA and CD)
14. CD has provided excellent support for common products such as CVS, docdb, CRL and has helped many users through the help desk facility. (CD)
Not Accomplished in FY09
1. Networking for data acquisition in Wide Band and Mtest relies on user configured gateway nodes rather than networking hardware. (needs effort from Networking)
2. MINERvA software still depends on some binaries from CERN, need to be able to build those products on local FNAL SL platforms. Significant progress has been made. (MINERvA effort)
3. System administration and design and planning for new systems is being done by users. (Need CD effort)
4. Security plan needs to be updated as configurations evolve. (MINERvA and CD)
5. MOU submitted but not signed by CD and Experiment. (MINERvA and CD)
Objectives for FY10 

1. Complete transition of MINERvA MySQL database to ORACLE and Postgress and  support to the Database Administration group. (MINERvA and CD)
2. Implement SAM services for data tracking, storage and delivery. Significant effort already underway. (MINERvA and CD)
3. Support MINERvA computing environment, including:

· Continue designing and implementing data handling operations (MINERvA and CD)
· Continue providing raw data archiving. (MINERvA and CD)
· Development and support for  MINERvA instance and use of SAM. (MINERvA and CD)
· Support FNAL products needed for the MINERvA software environment. (CD)
· Develop techniques and standards for running analysis processing on FermiGRID (MINERvA and CD)
· Support MINERvA DocDB instance. (MINERvA and CD)
· Support MINERvA CRL instance. (MINERvA and CD)
4. Continued support MINERvA Control Room Computer operating systems (MINERvA and CD)
5. Support MINERvA data acquisition systems OS and security. (MINERvA and CD)
6. Assure that all MINERvA codes can be build on local FSL machines. (MINERvA)
7. Provide user consulting to MINERvA collaborators in use of the data handling, computing systems and offline framework. (MINERvA and CD)
8. Possibly acquire 16-20 CPU cores for interactive analysis and batch testing. (MINERvA and CD)
9. Acquire additional 20 TB of disk for data storage, with pnfs/sam as backup. (MINERvA and CD)
10. Add additional CPU for interactive cluster if needed.  Estimate is two nodes, 16 cores.

11. Continue to work with PREP to use standard equipment where possible. (CD)
ACTIVITIES
Activity= /Intensity Frontier/MINERvA/ORACLE COOL database and support
· Activity type:
Support
· Description:
Operational support for ORACLE – COOL database service. This includes OS system  and ORACLE server and client software support.
· Timescale:
Ongoing
· Milestones:
------ 

· Metrics
------
Activity= /Intensity Frontier/MINERvA/ORACLE SAM database and support

· Activity type:
Support
· Description:
Operational support for ORACLE SAM databases, Development and Production. Both dev and prod are on hardware shared with MINOS. 
· Timescale:
Ongoing
· Milestones:
------ 

· Metrics
------
Activity= /Intensity Frontier/MINERvA/PostgresSQL database and support

· Activity type:
Support
· Description:
Operational support for Postgresql database service. Current plan is to share hardware with other experiment or use general Postgresql service provided by CD. 
· Timescale:

· Milestones:
------ 

· Metrics
------
Activity= /Intensity Frontier/MINERvA/Application migration MySQL to Postgres database

· Activity type:
Project
· Description:
Migrate applications for MINERvA construction and other important repositories from MySQL to Postgres. Hope to reuse NOvA construction DB application for this. Needs .2 FTE from CD.
· Timescale:
FY1Q
· Milestones:
------ 

· Metrics
------
Activity= /Intensity Frontier/MINERvA/General Support

· Activity type:
Service
· Description:
Support driven by infrastructure changes
· Timescale:
Continuous
· Milestones:
------

· Metrics
Service request times < 1 business day
· Status – this project does not exist yet within CD
Activity= /Intensity Frontier/MINERvA/System Support for Control Room and DAQ computers
· Activity type:
Service
· Description:
Maintain Control Room and DAQ computers
· Timescale:
Continuous
· Milestones:
-------
· Metrics
Service request times < 1 business day
· Status –           onoing
Activity= /Intensity Frontier/MINERvA/User Consultation

· Activity type:
Service
· Description:
Support driven by customer requests
· Timescale:
Continuous
· Milestones:
-------
· Metrics
Service request times < 1 business day
· Status – software support and account generation for local cluster, databases, CRL, docdb, CVS, VPN, VO are currently done by users.
Activity= /Intensity Frontier/MINERvA/Offline Framework Support

· Activity type:
Service
· Description:
Maintain/Improve code as necessary
· Timescale:
Continuous
· Milestones:
Full local build on SL5 by December 09

· Metrics
------
· Status:  The MINERvA framework is Gaudi, which is not a CD responsibility.
Activity= /Intensity Frontier/MINERvA/Hardware Improvements

· Activity type:
Project
· Description:
Budget/Spec/Order new hardware for analysis disk/CPU.
· Timescale:

· Milestones:
Need additional 20TB central disk storage in Spring 2010.
· Metrics
-------
Priorities:  
1. Integrate MINERvA operations and support into CD structures.

2. Finish implementing data catalog and storage system. SAM for catalog, will need simple archiving to pnfs while this is being set up.
3. Implement production databases for hardware tracking, run data, calibration constants and pedestals. 
4. Provide adequate disk and CPU for user analysis as the run starts.
Change control: Changes or delays in deployment of objectives need the approval of the REX/MINERvA activity leader.

Risk Assessment:

Professional quality computing is vital for the success of the MINERvA experiment and project.  Many tasks which are normally performed by trained CD professionals using approved procedures are currently being performed by professors and graduate students with little familiarity with Fermilab norms and procedures. 

1. Failure to complete the migration of the databases to a production machine will put operational data at risk.

2. Failure to implement a robust archiving system for data could lead to data loss.
3. Failure to have a small number (~ 1.3 FTE) of support staff from CD assigned to MINERvA will lead to continued delays in implementing sensible and professional software and hardware solutions.  Users will find a way to make things work but it won’t be the right way and, if history is any judge, CD will have to step in the end to clean up the mess.  We would like to do things right from the start but cannot without direct (possibly shared) support.

RESOURCES REQUEST

Staffing Request:  

· System supports for Control Room and DAQ computers – similar to MINOS 0.1 FTE.

· General support

· User accounts. 0.1 FTE 

· data handling systems 0.3 FTE

·  grid production  0.3 FTE

·  Docdb CRL .1 FTE

·  Database application development and support 0.2 

· Physicist Liaison for MINERvA 0.2 FTE
Estimated costs of hardware:


20 TB of Blue-Arc, or equivalent technology, disk - $30k

16 cores additional for IF cluster - $10k


