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Aggregate resourcesAggregate resources

3 CMS clusters, each running Hadoop for local storage3 CMS clusters, each running Hadoop for local storage

Cluster Raw TB Usable TB Used TB

Tier2 10541 527 818 (77%)

Tier3-A 15.252 7.62 9.2 (60%)

Tier3-B 43.25 21.62 39.57 (91%)

1+120TB pending
2+60TB pending
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ServicesServices

Bestman SRM – Gateway mode, shared with FrontierDBBestman SRM – Gateway mode, shared with FrontierDB

PhEDEx – shared with FrontierDBPhEDEx – shared with FrontierDB

Namenode – Metadata Service shared with condor collector/negotiatorNamenode – Metadata Service shared with condor collector/negotiator

Secondary NN – Filesystem checkpoint merges, on dedicated serverSecondary NN – Filesystem checkpoint merges, on dedicated server

54 GridFTP servers54 GridFTP servers
 4 x 10GbE dedicated4 x 10GbE dedicated
 8 x 1GbE dedicated8 x 1GbE dedicated
 42 x 1GbE shared worker nodes42 x 1GbE shared worker nodes

164 datanodes164 datanodes
 16 dedicated disk servers (including 2 Sun Thumpers)16 dedicated disk servers (including 2 Sun Thumpers)
 148 shared with worker nodes148 shared with worker nodes
 All disks 1TB or largerAll disks 1TB or larger
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Cluster diagramCluster diagram
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PerformancePerformance
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Daily Operations - AutomatedDaily Operations - Automated

Cron – Balance datanode block distribution once/dayCron – Balance datanode block distribution once/day

Cron – Force replication across entire FS once/dayCron – Force replication across entire FS once/day

Cron – Incremental replication across partial FS 3/dayCron – Incremental replication across partial FS 3/day

Cron – cmsSync to detect lost files twice/dayCron – cmsSync to detect lost files twice/day

Nagios – Wait for alertsNagios – Wait for alerts
 SNN not processing checkpointsSNN not processing checkpoints
 Namenode not runningNamenode not running
 gridftp services downgridftp services down

Email – Wait for user complaintsEmail – Wait for user complaints
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Daily Operations - Manual Daily Operations - Manual 

Approve/Reject PhEDEx requestsApprove/Reject PhEDEx requests

Reset datanodesReset datanodes
 Our kernels like to panic 2-3 nodes/day, depending on tempOur kernels like to panic 2-3 nodes/day, depending on temp

Fix misreplicated blocks (due to datanode resets)Fix misreplicated blocks (due to datanode resets)

Check storage monitoring pagesCheck storage monitoring pages
 Namenode status pageNamenode status page
 SAM test resultsSAM test results
 Aggregate WAN trafficAggregate WAN traffic
 PhEDEx errorsPhEDEx errors
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Daily Operations - ManualDaily Operations - Manual
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Daily Operations - ManualDaily Operations - Manual
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Site-Specific FeaturesSite-Specific Features

HTTP + mod_ssl + fuse + gums-client == Secure read-HTTP + mod_ssl + fuse + gums-client == Secure read-
only browser access for CMSonly browser access for CMS

Xrootd on 12 gridftp serversXrootd on 12 gridftp servers

Automount of fuse_dfsAutomount of fuse_dfs

Export Tier2 HDFS to Tier3Export Tier2 HDFS to Tier3
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Storage R&DStorage R&D

Build RPMS and maintain Yum repository for the OSG, Build RPMS and maintain Yum repository for the OSG, 
with Abhishekwith Abhishek

Maintain koji+mock build system for simplified Maintain koji+mock build system for simplified 
package/yum repo managementpackage/yum repo management

Working on Hadoop 0.20 stack of packagesWorking on Hadoop 0.20 stack of packages
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FDT+HDFS+PhEDExFDT+HDFS+PhEDEx

Development of a HDFS adapter to FDT to buffer and Development of a HDFS adapter to FDT to buffer and 
write non-sequential data to HDFSwrite non-sequential data to HDFS

Integration of PhEDEx and FDTIntegration of PhEDEx and FDT

Conveniently packaged as RPMsConveniently packaged as RPMs

Deployed at Caltech and Nebraska for Debug transfersDeployed at Caltech and Nebraska for Debug transfers
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Future PlansFuture Plans

Add second SRM server (round-robin)Add second SRM server (round-robin)
 Upgrade to bestman2Upgrade to bestman2

Continue upgrading disksContinue upgrading disks
 Also adding 121TB (raw) from new worker nodesAlso adding 121TB (raw) from new worker nodes
 1TB -> 3TB when available1TB -> 3TB when available

Production deployment of FDT/PhEDExProduction deployment of FDT/PhEDEx

Fix those darned fuse_dfs memory leaks!Fix those darned fuse_dfs memory leaks!

Better storage accounting (by VO group)Better storage accounting (by VO group)

Upgrade to Hadoop 0.20Upgrade to Hadoop 0.20
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