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Dagman Allstars really rocks! �

•  Funk band, formed in 1998, released 
one album 

•  Sadly, separated in 2001 
•  Founder, Dan Monceaux, now does 

animation 
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Three things you should know �

1.  DAGMan can run a workflow of jobs 
2.  Clever trick #1: Rewrite as you go 
3.  Clever trick #2: Rewrite + sub dags 
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1. DAGMan can run a workflow of jobs �

•  Works with Condor 
•  Runs a set of jobs reliably & at scale in 

a specified order: 
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1a. Works with Condor �

•  Runs entirely within Condor: 
- DAGMan itself is a reliable Condor job 
- Each job can run in/on 

§ Local submission computer 
§ Local Condor pool 
§ Condor-G to Globus, CREAM, etc… 
§ GlideinWMS pool 

•  DAGs are relatively simple 
- No loops 
- No conditionals 
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1b. Runs reliably�

•  If DAGMan itself fails, Condor restarts it 
•  If DAG is interrupted, DAGMan resumes 

based on saved state (logs) 
- Rescue DAG 
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1c. Runs at scale �

•  Examples of scale: 
- We’ve run DAGs with 1,000,000 nodes 
- LIGO has run real workflows with 500,000+ 

nodes 
- My colleague helps local scientists run 

DAGS of 1,000 to 5,000 nodes every day 
•  Scaling depends on the details 
- Can be finely tuned to throttle various 

aspects of workflow 
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Easy to specify�

JOB Initialize init.sub 
JOB Format     format.sub 

JOB A1         a1.sub 
JOB A2         a2.sub 

JOB A3         a3.sub 

JOB Summarize  s.sub 
 

PARENT Initialize CHILD Format 
PARENT Format CHILD A1 A2 A3 

PARENT A1 CHILD Summarize 
PARENT A2 CHILD Summarize 

PARENT A3 CHILD Summarize 
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2. Clever trick #1: Rewrite as you go �

•  Each node in the workflow can have: 
- Pre-script: Runs just before node 
- Post-script: Runs just after node 

•  The pre-script can edit the node itself to 
change its behavior 
- Change parameters of jobs based on 

previous results, etc… 
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3. Clever trick #2: Rewrite + sub dags�

•  A single node in the workflow can be an 
entire DAG (sub-DAG).  
- Separate specification 
- Separate DAGMan process 
- But it acts like a single node 

•  But you can rewrite that DAG 
   before running it, so it’s the  
   right size, shape, etc! 
•  Colleague uses this to  
   dynamically adjust DAGs to 
   meet needs, as they run. 
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Conclusion�

•  Start with a relatively simple construct 
- Workflows 
- No loops 
- No conditional 
- Reliable and easily scaled 

•  Add two features 
- Ability to run pre-script 
- Ability to run DAG as a node 

•  End up with very flexible workflow system 
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Questions? �

•  I could have said a lot more about 
DAGMan 
- Variable substitution… 
- Exactly how to write a DAG… 
- Sub-DAGs vs. splices… 

•  But hopefully this was simple and 
inspirational 

•  Ask me questions now, or until 
Thursday @ noon. 
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