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    Executive Director Report  
Open Science Grid 

All Hands Meeting, 2010 
  

Its been a productive year 
 

Its been a productive week 
 
 

Ruth Pordes 
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Very Interesting, Well Run All Hands 

Meeting 
 

Kudos to Piotr, 
his Program Committee,  

Leaders of the Workshops,  
Presenters 
Attendees 
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The LHC took data and published results 
quickly 

 
Usage of OSG rose and stayed high. 

Average throughput 1.2 million CPU hours/
day 300 Terabytes data moved (WAN) 

 
Non-LHC throughput  ~50%; 
Non Physics througput  ~20% 

  
 
 
 
 
 
 
 



~250 Scientific 
Publications in 

2010 
 
 
 

VO # pubs 
ATLAS 67 
CDF 52 
CDMS 2 
CIGI 2 
CMS 33 
D0 20 
Engage 20 
GLOW 19 
HCC 1 
LIGO 6 
Mini-Boone 3 
MINOS 4 
nanoHUB 3 
NYSGRID 1 
OSG 5 
SBGRID 3 
STAR 13 4 



5 

It’s the Community that does it! 

OSG

Software Services
• Software Distribution
• Software Evaluations
• Support

Consultation Services:
• Community
• Security
• Architecture
• Education/Training

Operational Services:
• Front-line support
• Security
• Info/monitoring
• WLCG Interaction
• IT Services

Compute
Interface

Storage
Interface

Site Fabric
System Status
Accounting
Security

...may provide diverse
resources via one 
or more autonomous sites:

... may use
custom services in
addition to OSG's:

... have users, 
application developers,
site administrators, 
researchers, students etc:

Job management

There is a sharing of software, operational services, 
and knowledge between the communities

and OSG in each of these areas.

OSGʼs Community-Focused Architecture 

Data management

...

Communities... 
(LHC, LIGO, SBGrid, Campuses...) 
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Includes LAN and 
WAN 
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13 main VOs  
8 are multi-science 

1 million/day 

4 years 
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Available Processing  
95 OSG 1.2.X    
  3 OSG 1.0.X  
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Welcome New Entrants  

Alice production 
Belle-2 (EGI/OSG) 
CSIU* 
Dayabay 

Many US LHC 
Tier-3s. 

and 

* Computational Science at Indiana 
University 



Next steps for the Americas Partnerships 
GridUNESP (Sao Paolo) 

•  Continues as significant opportunistic resource provider. 8 
sites. 

•  Training school reuses much of OSG summer school material 
•  Readied for local users – next step Submission Factory and 

job submissions. 

Colombia - Welcome to the lead Profesor Harold Castro, 
Universidad de Los Andes.  

•  Annual schools with OSG tutors over last few years. Many 
small sites have installed s/w stack. 

•  One site supports both glite CE and OSG CE managing common 
set of worker nodes! Will become part of OSG documentation. 

•  Ready to Engage Users.  
  

Jose and Horst continue to be active contacts in OSG. 
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July 19-22, 2010 
University of  WIsconsin-Madison  

More information and to apply (by June 2nd):                                           
www.opensciencegrid.org/GridSchool  

 Harness the power of  distributed computing  

2010  
OSG SUMMER SCHOOL    

Ideal for graduate students (also faculty & staff) whose research involves large-scale computing: 

                                          
Physics •  Biology •  Chemistry •  Meteorology •  Computer Science •  & others! 

  

Use high-throughput computing and the Open Science Grid 

Run thousands of  jobs and handle terabytes of  data 

Learn by doing�—lots of  hands-on activities 

Taught by faculty & staff  who work with distributed computing daily          

           

Led by Tim 
Cartwright 



Reminder of the Organization 



OSG Operations 
 handled its 10,000th ticket 

14 
Led by Rob Quick 



Stability of 
Operations 
Services  
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3/7/11 6:52 AMAvailability Metrics - MyOSG

Page 1 of 2http://myosg.grid.iu.edu/rgarmetric/index?datasource=armetric&summ…n&voown_9=on&voown_25=on&active=on&active_value=1&disable_value=1

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

OSG Production Resource Group

Availability Metrics
Between Feb 5, 2011 00:00:00 UTC and Mar 7, 2011 00:00:00 UTC

Resource Service Availability Reliability  

GRATIA-OSG

GRATIA-OSG-ITB Gratia Collector 99.56% 99.56%

GRATIA-OSG-PROD Gratia Collector 98.58% 98.58%

GRATIA-OSG-TRANSFER Gratia Collector 99.42% 99.42%

GOC_BDII

GOC_BDII_1 OSG BDII 99.98% 99.98%

WLCG Interoperability BDII 99.63% 99.63%

GOC_BDII_2 OSG BDII 100% 100%

WLCG Interoperability BDII 100% 100%

GOC_OIM

GOC_OIM OIM 99.95% 99.95%

GOC_RSV_Collector

RSV_Collector RSV Collector 99.7% 99.7%

GOC_Software_Cache

GOC_Software_Cache_1 Software Cache 99.72% 99.72%

GOC_Software_Cache_2 Software Cache 99.95% 99.95%

GOC_Ticket

GOC_Ticket_1 GOCTicket 99.77% 99.77%

GOC_Ticket_2 GOCTicket 99.95% 99.95%

MyOSG

MyOSG_1 MyOSG 99.7% 99.7%

MyOSG_2 MyOSG 99.91% 99.91%

OSG_Display

OSG_Display_1 OSG_Display 97.87% 97.87%

OSG_TWiki

OSG_TWiki Twiki Server 99.81% 99.81%

   Update Page   

Information to display

Availability Metrics

Start Date:
30 Days Ago  

End Date:
Today (0AM)  

0AM of the specifed date will be used for
both start & end time of the graph.

Resource Groups to display

 All Resource Groups
 Resource Groups in Facility 
 Resource Groups in Sites 

 Specific Resource Groups 
 Resources Supported by following SC

Filter By

For Resource Group

 Grid Type

 OSG
 OSG-ITB

 Current GIP Status
For Resource

 Current RSV Status
 Provides following Services

 Provides Service with central flag of

 Non-Central Service
 Central Service

 Provides Service with hidden flag of
 Allows following VO to access
 Owned by VOs

MyOSG
by Grid Operations Center MyOSG | OIM | Ticket | Software Cache | BDII | TWiki | News

Home Resource Group Support Center Virtual Organization Status Map Miscellaneous

FermiGrid

IU UITS

Miscellaneous Services / GOCTicket

Accounting / Gratia Collector

Information Services / MyOSG

Information Services / OIM

Information Services / OSG BDII

Miscellaneous Services / OSG_Display

Monitoring Services / RSV Collector

Miscellaneous Services / Software Cache

Miscellaneous Services / Twiki Server

Information Services / WLCG
Interoperability BDII

Information 
Services 



Addition of OSG Pilot/Glidein 
Factory Operations Service 
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Software Infrastructure 
Delivering increased % of software in native packaging – 
RPMs. Improved configuration management, availability 
probe infrastructure along the way. 
 
Updated, releasing, testing, supporting new versions and 
new components regularly. Storage Discovery Tools, 
Hadoop, Xrootd, Bestman2, “CREAM coming”, GT5. 
 
Incorporate changes for “High Throughput Parallel 
Computing” 
 
PANDA based automated test harness on Integration 
Testbed. 

17 
Led by Alain Roy 



Documentation  
appreciates & needs Community Contributions 
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Led by Robert 
Engel 



Protection &  ID Management 
Maintained our security protections. Daily 
communication with WLCG, TeraGrid, etc 
 
Working with CILOGON to enable Campus based 
Shibboleth identities on OSG resources.  
 
Steps achieved in simplication of request, supply, use 
the ID certificates. 
 
Continued with Security training – pleased to see 
Community led security session at this weeks CMS 
Tier-3 meeting – thanks Will. 
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Led by Mine Altunay 



HTPC Focus this past year 

HTPC presented past few days and later talks today..  
From annual report: 
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Campus Grids 

National 
& Global Cyber- 
Infrastructures 

Community Grids 

Federated Autonomous CyberInfrastructures:  
Slide from several years ago 



Campus 
Infrastructures 

National 
& Global Cyber- 
Infrastructures 

Community Grids 
FY11 More 

Focused Effort on 

Pilot Launch

PBS Cluster

PBS 
Scheduler

PBS WN

Condor 
WN

CGF

Condor

Factory

User

Schedd

1

2

3

User Job Launch

PBS Cluster

PBS 
Scheduler

PBS WN

Condor 
WN

CGF

Condor

Factory

User

Schedd

4

5 6

Wisconsin, Nebraska, 
Purdue, NotreDame, 
Oklahoma, Langston  

 
Led by Dan Fraser 



Extended Blueprint Reference 
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Much work from Brian Bockelman, John Hover, 

OSG Doc 314 

2 Production  
Architectures: 

  
Production Grid  

& 
 Campus 

Infrastructure 



Partners, Satellites, Supplements… 

ANI & ESNET  
 

Condor Sustainability 
& CorralWMS 

 
EGI & EMI 

 
ExTENCI & 

TeraGrid /XD 
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GLOBUS/CDIGS/

CEDPS 
 

High Throughput 
Parallel Computing 

(HTPC) 
 

Internet2, DYNES 

 
WLCG 

 
 



OSG and the Future: 
 

Sustain and Extend 

DOE HEP 1 Year extension, 4/11-3/12.  for US LHC ++  
 
Preparatory Workshops and Reports 
 
Proposals 
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Participating in Preparatory 
Workshops.. 

 
Community - WLCG data management jamboree, 
thinking towards some more targeted international 
co-working. 
 
DOE - Exascale requirements, ESNET requirements 
gathering, Advanced Networks, KBASE, .. 
 
NSF -  Security and Software Infrastructure 
Institutes. Campus Bridging, Combustion, NEES 
data .. 
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TeraBit Networks report being prepared 

27 

Exascale reports 
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Distributed Computing & Multidisciplinary Science Workshops input to the NSF S2I2 Program 1 

Report from the Workshops on Distributed Computing, 
Multidisciplinary Science, and the NSF’s Scientific Software 
Innovation Institutes Program 
 
Miron Livny, Ian Foster, Ruth Pordes, Scott Koranda, JP Navarro 
 
October 2010 
 

1 Introduction 
This report provides input and recommendations on Scientific Software Innovation Institutes 
(S2I2) to the NSF’s Software Infrastructure for Sustained Innovation (SI2) program, and is the 
result of three NSF funded workshops held with experts and leaders from the distributed 
computing software and multidisciplinary science and research communities.  

The workshops collected software-infrastructure related requirements and expectations from 
science and research communities that build applications for distributed computing resources, 
and the collective experiences and drivers from software developers and integrators supporting 
the needs of these communities. We refer to this aggregated community of researchers, 
software providers, and software integrators as the Distributed Software Infrastructure (DSI) 
community.  

We focused in the three workshops on the scope and responsibilities of a Software Institute that 
will significantly enhance the cost effectiveness of the software infrastructure developed, 
integrated and deployed by the DSI community. The various aspects of scientific software 
sustainability per se have been well covered by previous NSF workshops. However, the 
workshop attendees also addressed the challenges we face in building and sustaining the DSI 
community and the role a Software Institute can play in addressing relevant issues such as 
community building and workforce development and retention.  While our workshops focused on 
the needs of the DSI community we believe that most of our input presented in this report 
applies to the broader NSF (and beyond) software infrastructure community.  

The report was composed by the members of the workshops program committee. A large 
amount of background input and discussion material is available from the workshops Google 
site. The discussions started by soliciting participant input on “needs and pain points” and then 
moved to recommendations and outcomes. 

2 Workshop Participants 
All the scientific communities attending described significant challenges that can benefit, in 
terms of scientific innovation/discovery as well as productivity, from the services of S2I2. 
Representatives of ten scientific communities attended (with two others, unable to attend in 
person, providing input). Nine software development communities attended, and nine software 
integration projects, including two from Europe. Three representatives from socio-technology 
and human-interface groups provided practical perspectives helping the discussions.  

We benefited greatly from three expert witnesses who were fully engaged in the process and 
discussions: Manish Parashar from NSF OCI; Mike Milinkovich, the Executive Director of the 
Eclipse Foundation; and Professor Carole Goble, co-investigator of the Software Sustainability 
Institute in the UK 

We met the objectives of the workshops through moderated interactive panels sessions each of 
the three days. Each panel addressed a set of questions and we used the same questions in 

Distributed Computing & Multidisciplinary Science Workshops input to the NSF S2I2 Program 2 

each of the three workshops. There was broad participation in the discussion as well as the 
questionnaire. Over 90% of the communities listed in the proposal were able to attend in spite of 
the timing just at the end of the summer vacation period.  

3 Outcome – Recommendation 1 
The most significant outcome of the workshops was the vision (and key attributes) for: 

“A US Software Infrastructure Institute that provides a national center of 
excellence for community based software architecture, design and production; 
expertise and services in support of software life cycle practices; marketing, 
documentation and networking services; and transformative workforce 
development activities.“ 

The measure of success of such an institute should be the cost effectiveness (as measured in 
scholarly work) of our software infrastructure. This will be accomplished by a thriving and 
innovative software infrastructure community anchored by the Software Infrastructure Institute. 
The Institute will play a unique role by addressing organizational and life cycle elements not 
covered by infrastructure implementation and deployment projects that are driven by scientific 
objectives or technological trends. 

4 Supporting Outcomes 
To implement that vision attendees made the following more specific recommendations: 

Recommendation 2. The Software Infrastructure Institute, together with its associated centers 
of excellence, should be structured as an (Virtual) Organization that provides a coherent and 
coordinated suite of high quality and dependable services that address the entire life cycle of 
distributed software infrastructure.  

Recommendation 3. Services that advance the quality, adoption, and the longevity of the 
distributed software infrastructure should be provided by teams of experts located at 
institutions with demonstrated leadership in the areas of the service and strong commitment 
to the sustainability of the service. While we envision a distributed multi-layer structure for these 
services, we argue that these services need to be managed by a well-organized and highly 
respected team that can provide and sustain leadership in the complex and rapidly evolving 
area of distributed software infrastructure. 

Recommendation 4. Quality must be the guiding principal for the services provided by the SII 
with accountability that is based on independent quantitative impact assessment. At all 
levels, allocation of effort and resources must be based on a professional and transparent 
ranking of impact and cost.  

Recommendation 5. The funding model of the Institute must allow quick turn-around time for 
requests to fund short-term projects that address critical deficiencies in the Software 
Infrastructure that powers our science and research enterprise. The Institute must be able to 
quickly direct effort to a critical need. The Institute should adopt the metaphor of 
"supercomputer centers" in terms of assignment and allocation of the human resources needed 
to deliver the services to the DSI community. 

Recommendation 6. The scope of the Institute must be to offer software life cycle expertise 
and services for distributed software infrastructure for a broad range of NSF programs, 
technology developers, and academic communities. The Institute must aim to improve the 
"accountability" in our software infrastructure enterprise by providing a recognized center of 



Campus Bridging, CF21, CIF21,  
1 of 6 ACCI Taskforces 

http://pti.iu.edu/campusbridging/ 
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of the InCommon Federation global federated system by using it in the services it deploys and supports, 
unless there are specific technical or risk management barriers. 

Strategic Recommendation to the NSF #2: NSF must lead the community in establishing a blueprint for a 
National CI. Components of this leadership should include the following strategic approaches to funding 
CI: 

• When funding cyberinfrastructure projects that are intended to function as infrastructure, the NSF 
should use the review criteria and approaches that are generally used for research infrastructure 
rather than the criteria used for scientific discovery awards. Such awards should be made in ways 
that complement existing infrastructure and align with best practices, appropriate international 
standards, and the NSF vision and plans for CIF21.  

• The NSF should establish a national CI software roadmap. Through the Software Infrastructure for 
Sustained Innovation (SI2) or other programs, the NSF should seek to systematically fund the 
creation and ongoing development and support of a suite of critical cyberinfrastructure software 
that identify and establish this roadmap, including CI software for authentication and access 
control; computing cluster management; data movement; data sharing; data, metadata, and 
provenance management; distributed computation / cycle scavenging; parallel computing libraries; 
network performance analysis / debugging; VO collaboration; and scientific visualization. 

• The NSF should continue to invest in campus cyberinfrastructure through programs such as the 
Major Research Infrastructure (MRI) program, and do so in ways that achieve goals set in the 
Cyberinfrastructure Vision for 21st Century Discovery and a national CI software roadmap. 

Strategic Recommendation to the NSF #3: The NSF should create a new program funding high-speed 
(currently 10 Gbps) connections from campuses to the nearest landing point for a national network 
backbone. The design of these connections must include support for dynamic network provisioning 
services and must be engineered to support rapid movement of large scientific data sets. 

Strategic Recommendation to the NSF #4: The NSF should fund national facilities for at least short-term 
storage and management of data to support collaboration, scientific workflows, and remote visualization; 
management tools should include support for provenance and metadata. As a complement to these 
facilities and in coordination with the work in Recommendation #3, NSF should also fund the 
development of services for bulk movement of scientific data and for high-speed access to distributed 
data stores. Additionally, efforts in this area should be closely coordinated with emerging campus-level 
data management investments. 

Strategic Recommendation to the NSF #5: The NSF should continue research, development, and delivery 
of new networking technologies. Research priorities funded by the NSF should include data intensive 
networks, sensor nets, networking in support of cyberphysical systems, geographically distributed file 
systems, and technologies to support long distance and international networking. 

Strategic Recommendation to the NSF #6: The NSF should fund activities that support the evolution and 
maturation of cyberinfrastructure through careful analyses of needs (in advance of creating new CI 
facilities) and outcomes (during and after the use of CI facilities). The NSF should establish and fund 
processes for collecting disciplinary community requirements and planning long-term CI software 
roadmaps to support disciplinary community research objectives. NSF should likewise fund studies of CI 
experiences to identify attributes leading to impact, and recommend a set of metrics for the development, 
deployment, and operation of CI, including a set of guidelines for how the community should judge CI 
technologies in terms of their technology readiness. All studies of CI needs and outcome, including 
ongoing studies of existing CI facilities, should be published in the open, refereed, scholarly literature. 

Tactical Recommendations to the NSF: 

29 
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Tactical Recommendation to the NSF #1:The NSF should fund the TeraGrid eXtreme Digital program, as 
currently called for in existing solicitations, and should continue to fund and invest in the Open Science 
Grid.  

Tactical recommendation to the NSF #2: The NSF should commission a study of current reward 
structures and recommendations about the reward structure – particularly as regards promotion and tenure 
for faculty – that would better align reward structures as perceived by individual faculty members with 
the type of large, collaborative virtual organizations that the NSF asserts are required for successful 
approaches to pressing, large scale scientific problems and transformative research. 

Tactical Recommendation to the NSF #3: The NSF should support joint efforts with organizations such as 
the Association for Computing Machinery (ACM), the IEEE Computer Society, and/or Computing 
Research Association (CRA), to develop and maintain curriculum materials for undergraduate education 
in computer science and computational and data-driven science and engineering. 

In its management of all of these programs, the NSF should make use of the Findings and 
Recommendations of this report and relevant Task Force on Campus Bridging workshop reports. 

Recommendations to university leaders and the US higher education community 

Strategic Recommendations to university leaders and the US higher education community 

Strategic Recommendation to university leaders and the US higher education community #1: Institutions 
of higher education should lead efforts to fund and invest in university-specific, state-centric, and regional 
cyberinfrastructure to create local benefits (in research accomplishment and local economic development) 
and to aid the global competitiveness of the US and thus the long-term welfare of US citizens. 

Strategic Recommendation to university leaders and the US higher education community #2: Every 
institution of higher education should have a plan, developed and endorsed at the highest level of its 
governance, for the establishment of a coherent cyberinfrastructure. Such a plan should have as one of its 
features a strategy for maximizing effective utilization of the institution’s aggregate research 
cyberinfrastructure and minimizing impact on the global environment. 

Strategic Recommendation to university leaders and the US higher education community #3: Institutions 
of higher education should adopt criteria for tenure and promotion that reward the range of contributions 
involved in the production of digital artifacts of scholarship. Such artifacts include widely used data sets, 
scholarly services delivered online, and software (including robust, widely useable cyberinfrastructure 
software and other forms of academic contributions). Such an effort must include creation of new ways to 
provide peer review of these other, newer types of contributions. 

Tactical recommendation to university leaders and the US higher education community 

Tactical recommendation to university leaders and the US higher education community #1: Institutions of 
higher education should continue to press publishers to adopt a strategy of enabling multiple ‘primary 
authors’ on research papers particularly so that computer, computational, and informatics scholars can 
contribute to larger collaborative projects while still being rewarded as primary authors. 

Tactical recommendation to university leaders and the US higher education community #2: US colleges 
and universities should systematically consider inclusion of some costs for research cyberinfrastructure in 
negotiation of facilities and administration rates. When this is done, the best use of facilities and 
administration income associated with grant awards to universities will be to use it strategically within the 
context of a campus cyberinfrastructure plan. 

Recommendation to commercial cloud/Infrastructure as a Service (IaaS) providers 

Strategic Recommendation to commercial cloud/IaaS providers #1: Commercial Cloud/IaaS providers 
must work with the US open research community, particularly the community of NSF-funded researchers, 



Proposal to NSF 2011-2016  

Submitted this past week.  
 

..to transform the science and research 
computing landscape on our campuses through 
wide adoption of a new generation of DHTC 
technologies that support access to “any data, 
anytime, anywhere” to an expanded set of job 
and data services via a single identity, and  
enable the transformation of our core 
stakeholders computing capabilities from 
petascale to exascale . 
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Next Proposal? 

DOE SciDAC-3 call from ASCR for Institutes. 
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