
Database Group 
Mandate from the DUNE Management document

The DUNE experiment will require a number of databases related to the construction, calibration 
and operations of the detectors. The formation of a specific group is intended to avoid the 
proliferation of ad hoc solutions across the collaboration. Centralizing these activities is 
intended to provide a route to long-term maintainability. The database group will be responsible 
for: 

• Coordinating requests from the collaboration for database resources.  

• Managing the specifications relating to these databases (i.e. scalability or accessibility) and for  
ensuring that provided solutions meet these specifications.  

• Providing the experiment with the interfaces and/or tools to populate the databases and for any  
associated documentation or monitoring that is needed for their operation.  

• Updating, as needed, the database infrastructure or designs to meet the needs of the experiment.  
The collaboration as a whole will be encouraged to engage in these activities.  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Consortia and Database liaisons

• Latest list maintained at https://wiki.dunescience.org/wiki/Hardware_Database 
• Database group is convened by Norm Buchanan (CSU) and Paul Laycock (BNL) 
• Bi-weekly meetings on Wednesdays at 14:00 CDT: https://indico.fnal.gov/category/754/ 

• Open to suggestions for a more European-friendly time
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We very much rely on our consortia contacts!

https://wiki.dunescience.org/wiki/Hardware_Database
https://indico.fnal.gov/category/754/


HardwareDB - Requirements

• Work started at the DUNE DB Workshop in December at CSU 

• Converged on a set of requirements for the HardwareDB, thanks to input from stakeholders 
https://docs.google.com/document/d/19z1mH-rk56giZrPH6HgkNUbNtQ0IeaNmzQULdAGnEYQ/
edit?usp=sharing 

• Schema design proposed by FNAL team, effort identified and funded
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https://docs.google.com/document/d/19z1mH-rk56giZrPH6HgkNUbNtQ0IeaNmzQULdAGnEYQ/edit?usp=sharing
https://docs.google.com/document/d/19z1mH-rk56giZrPH6HgkNUbNtQ0IeaNmzQULdAGnEYQ/edit?usp=sharing


Online-offline integration

• Proposal from Elisabetta Pennacchio for copying information from slow control and online data 
processing to an offline database 

• Many thanks to Elisabetta for bringing this to the Databases group! 
• Suggestion from Igor Mandrichenko to modify the DB schema, allowing it to map to the conditions 

DB service at FNAL 
• If we can centralise infrastructure and support effort we will have more sustainable solutions
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• Online metadata producers write directly to online databases 
• Either dedicated databases where appropriate, or the Conditions DB 
• Some online metadata is needed offline, filtered to the Conditions DB 

• Offline metadata producers write to the offline Conditions DB 
• Some offline metadata is needed online, via the Conditions DB
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Hardware DB
DQM

Run config

Slow Control

IFBEAM

Offline Conditions DB

Offline Data Quality Calibrations

Online Conditions DB

Offline Computing

Online-offline integration II

DB connections 
and instances are 
NOT exhaustive!



Database interface - offline-centric view
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Offline Databases

Offline data processing

Data Quality

Calibrations Data discovery
POT / Luminosity accounting

Analysis

Physics metadata

• Preferable to have one coherent interface to metadata for offline 
• May be supported by several DB backends

Online Databases


