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• Background, charge, etc 
• Wiki: https://snowmass21.org/montecarlo/energy 
• Membership:

https://docs.google.com/document/d/1MdKP37RQtGUBjzU4UjNLkDnq0lvcNduVad8jTqBEL1w/edit?usp=sharing
https://snowmass21.org/montecarlo/energy
https://docs.google.com/document/d/1MdKP37RQtGUBjzU4UjNLkDnq0lvcNduVad8jTqBEL1w/edit?usp=sharing
https://snowmass21.org/montecarlo/energy
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Charge of the EF MC Task Force (I) 

1. Assess the MC needs for studies by each Energy Frontier Topical Group. 
a. This should include the processes, the MC generators, the accelerator 

configurations (c.o.m, integrated  luminosity, pileup scenarios, if any), 
detector configurations, and number of events for each process type.

2. Survey  existing frameworks for MC generation and analysis for  future 
circular colliders (FCC-ee, FCC-hh, CepC, CppC, LHeC, EIC...etc...). 
a. Are the existing samples and framework sufficient for our  studies?
b. Need to request permission to use the existing samples?

3. Check/confirm that ILC, CLIC, Muon collider studies will use their 
frameworks, and no MC generation by EF group needs to be planned.

4. Finalize the plans and submit the recommendations by the end of June 2020 
to the EF conveners. 

5. The plan and recommendations will be presented to the EF community and 
discussed during the July 2020 EF Workshop.

6. The OSG has  kindly agreed to support the MC generation for EF, and will provide 
both compute resources and storage on the OSG Data Federation.

8
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Community 
Survey

Collaboration 
Survey

Work In 
Progress

collaboration and community surveys distributed on May 31

https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
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Charge of the EF MC Task Force (II) 

7. Develop a plan, in the event the EF group has to mount a production of a 
large set of samples for Standard Model backgrounds. The plan should 
address the following questions:
a. Shall we adopt a “common framework” both for generation & analysis of 

the various samples, if so, which one(s)?
b. Which samples are needed to be produced as a central production?

i. Include detailed information about the samples (as listed in 1.a 
above).

ii. Should signal samples be produced by the proponents and only 
large SM background samples be produced centrally?

c. What scale of CPU resources are needed  for sample generation?
d. What projected size of storage is required for production and long term

storage of the samples?
e. Recommendation on the formation and activities of the “EF Monte Carlo 

Production team”.

9
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https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
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https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit?usp=sharing
https://docs.google.com/forms/d/1f2jZHGcy7EabAUYCqXg80RfSWKfhC7qcBjepWSMz8xI/edit#responses
https://docs.google.com/forms/d/1pb38eHemG_FDQnxt3bI9pApd3_jh1df1nAbOCIv4y6M/edit#responses
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Activities

5



Collaboration Survey
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

Full Simulation Delphes

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


Collaboration Survey
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

MC Access

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


Collaboration Survey
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Available here: 
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing

Documentation & Contacts

https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing
https://docs.google.com/spreadsheets/d/19KWScsrEgmHRBtqq3tKxHiREEbT0e_lC3DIPcTdEixc/edit?usp=sharing


Grossly Oversimplified Results
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Full Sim Delphes Card
Comprehensive 
SM Bkgd MC

Publicly Available

ILC ✅ ⚠
Not yet, but SGV

✅
⚠

”Guest” membership required for 
full sim

CLIC ✅ ✅ ✅ ⚠
ILC VO only

CEPC ✅ ✅ ⚠
Full SM for H run (240 GeV)

⚠
IHEP account required

FCC-ee ✅ ✅ 🚫 ⚠  
CERN account required

FCC-hh ✅ ✅ ✅ ⚠  
CERN account required

FCC-eh/LHeC ✅ ✅ ⚠ ⚠
”Light” membership required

Muon Collider ✅ 🚫 🚫 ⚠
INFN Padova account required

✅ = yes             ⚠ = somewhat / yes with caveats                 🚫 = no / not yet



EF01

EF02

EF03

EF04

EF05

EF06

EF07

EF08

EF09

EF10

Community Survey
• Advertised via EF LISTSERV, Slack, 

TGCs 

• Original deadline was June 9th 

• Still open, please provide your input! 

• If your plans evolve/crystalize later, 
responses are editable

10John Stupak - University of Oklahoma7/20/20

https://forms.gle/RMxeXXKcjvPbHicTA

More representative sample needed 
in order to develop concrete plans

link to collaboration survey results

https://forms.gle/RMxeXXKcjvPbHicTA
https://forms.gle/RMxeXXKcjvPbHicTA


Computing
• Preparing for production of MC on the OSG 

• ≳10 TB storage (~200-300 TB soon) 

• XRootD accessible, no read restrictions 
• Login and job submission server deployed at UChicago 

• Configured to use HTCondor  
• Web interface for account management (WIP) 

• Folks will soon be able to request accounts for signal 
production, analysis, etc. 

• Developing mechanism to run Jupyter notebooks via web 
interface

11John Stupak - University of Oklahoma7/20/20
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Preliminary Plans
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MC Simulation
• Wide variety of studies anticipated within EF 

• Different types of MC needed for different 
purposes
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accuracy

speed

full sim

Delphes/SGV

gen-level

detector R&D/design 
unconventional signatures 

most-critical studies, i.e. Higgs couplings

studies requiring huge statistics 
comprehensive surveys of machines



Full Sim
• Goal: Facilitate access to, and 

analysis of, existing MC samples 
• Hosted by various collaborations, 

with minimal access restrictions 
• Access has been achieved 

• Thank you to all collaborations for 
their cooperation and help to 
make Snowmass 2021 a 
success!
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Publicly 
Available

ILC
⚠

”Guest” membership 
required for full sim

CLIC
⚠

CERN account 
required

CEPC
⚠

IHEP account 
required

FCC-ee
⚠  

CERN account 
required

FCC-hh
⚠  

CERN account 
required

FCC-eh/LHeC
⚠

”Light” membership 
required

Muon Collider
⚠

INFN Padova 
account required



MC/Analysis Tutorials
• Planning to hold a series of tutorials for future machines (WIP) 

• Possibly 2-3 hours/machine * 7 machines 
• Hands on
• Led by experts from within the collaborations 
• Covering: 

• Available MC samples 
• Structure of the MC 
• Signal MC generation 
• Analysis examples 

• Sometime mid-August through September (could be repeated, if 
useful)

15John Stupak - University of Oklahoma7/20/20



Delphes
• Goal: Comprehensive SM background samples with Delphes available to enable studies 

at each of the energies listed below 
• Hosted on OSG (or elsewhere) with no access restrictions 

• Considering using HepSim for organization/metadata storage/distribution 
• We plan to provide computing resources and instructions for signal MC production

16John Stupak - University of Oklahoma7/20/20

Type Energy

ILC
linear ee

250 350 500 1000

GeV
CLIC 380 1000 1500 3000

CEPC
circular ee

mZ 2mW 240

FCC-ee mZ 2mW 240 2mt

FCC-hh hh 100
TeV

FCC-eh/LHeC eh 1.3 3.5

NB: we are very supportive of muon collider studies as well, but not clear yet if Delphes is appropriate

https://atlaswww.hep.anl.gov/hepsim/
https://atlaswww.hep.anl.gov/hepsim/


Type Energy

ILC
linear ee
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CLIC 380 1000 1500 3000
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Delphes
• Questions:

17John Stupak - University of Oklahoma7/20/20
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X X

X X

• Do we need two sets of MC for different detectors at the same energy?
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• Can we neglect some energies?

Delphes
• Questions:
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X X

X X

• Do we need two sets of MC for different detectors at the same energy?



Energy

generic ee detector mZ 2mW 240/250 350/380 500 1000 1500 3000 GeV

FCC-hh 100

TeV

FCC-eh/LHeC 1.3 3.5

• Can we neglect some energies?

Delphes
• Questions:

17John Stupak - University of Oklahoma7/20/20

• Do we need two sets of MC for different detectors at the same energy?

• To factorize detector performance and collider parameters, should we use a generic 
parameterization of detector performance for ee colliders? 

• Or perhaps separate circular and linear benchmarks?



Summary
• TF is working hard to fulfill its mandate 

• Full simulation: samples are available with minimal 
hurdles 

• Fast simulation: 
• Preliminary (broad) plan in place 
• Need more input from community to finalize 

details 
• Survey: https://forms.gle/RMxeXXKcjvPbHicTA 

• Preparing for MC production on OSG
18John Stupak - University of Oklahoma7/20/20

https://forms.gle/RMxeXXKcjvPbHicTA
https://forms.gle/RMxeXXKcjvPbHicTA


Discussion
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• Delphes 

• Do we need two sets of MC for different detectors at the same energy? 

• Can we neglect some energies? 

• To factorize detector performance and collider parameters, should we use a 
generic parameterization of detector performance for ee colliders? 

• OSG data access: what is your expected use case? 

• Stream via XRootD? 

• Copy to local cluster? 

• Run condor jobs on OSG? 

• Is there a need for an open meeting to discuss these issues in more detail?
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Backup

20
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https://arxiv.org/abs/1905.03764

https://arxiv.org/abs/1905.03764
https://arxiv.org/abs/1905.03764


Inputs from Collaborations: ILC

16
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ILC
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J.List, “SImulation Tools for Snowmass” June 9, 2020

Summary
• available already: 
• DATA: generator-level event samples 250 GeV, 350 GeV, 500 GeV, 1 TeV 
• TOOL: SGV fast simulation 

• in preparation, hopefully in place by ~mid July: 
• DATA: SGV-miniDST of the above generator-level samples 
• TOOL: Delphes card for a “generic ILC detector” 

• in preparation, coming during ~fall: 
• DATA: ILD-miniDST of new 250 GeV samples, other energies tbd 
• TOOL: miniDST output for Delphes ? 

• data with “ILD” in the name will require at least “guest membership”
7

https://arxiv.org/abs/2007.03650

https://arxiv.org/abs/2007.03650
https://arxiv.org/abs/2007.03650


09/06/20 CEPC Snowmass Discussion 7

CDR Samples & consumed CPU time

In total: ~ o(1P) data generated, using several months with up to 1k CPUs

CEPC
https://drive.google.com/file/d/1jIlxKS4c_cwOcRMn-tKfW7yloUtxNEIF/view?usp=sharing 
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https://drive.google.com/file/d/1jIlxKS4c_cwOcRMn-tKfW7yloUtxNEIF/view?usp=sharing
https://drive.google.com/file/d/1jIlxKS4c_cwOcRMn-tKfW7yloUtxNEIF/view?usp=sharing


FCC-hh
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http://cds.cern.ch/record/2717892

http://cds.cern.ch/record/2717892
http://cds.cern.ch/record/2717892


(Un)Weighted MC
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[Hoeche]

probably need 
full sim + 

unweighted 
eventsprobably prefer 

weighted events

https://indico.fnal.gov/event/43486/contributions/187127/attachments/128565/155623/WeightedEvgen.pdf
https://indico.fnal.gov/event/43486/contributions/187127/attachments/128565/155623/WeightedEvgen.pdf
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Snowmass 2013
• Ran MadGraph5 + Pythia6 + Delphes3 opportunistically on the 

OSG to produce large-statistic SM background MC samples for 
future pp colliders 
 

 
• Documentation: 

• MC Simulation: https://arxiv.org/abs/1308.1636 
• “Snowmass” detector: https://arxiv.org/abs/1309.1057 
• OSG production: https://arxiv.org/abs/1308.0843

28John Stupak - University of Oklahoma7/20/20

https://arxiv.org/abs/1308.1636
https://arxiv.org/abs/1309.1057
https://arxiv.org/abs/1308.0843
https://arxiv.org/abs/1308.1636
https://arxiv.org/abs/1309.1057
https://arxiv.org/abs/1308.0843


Snowmass 2013
• Signal MC production isn’t resource intensive 

• Provided analysts with recipe for production from LHE, 
as well as analysis pointers 

• Studies for ILC, CLIC, etc. used their own frameworks/
samples 

• Common data format for all future pp machines facilitated 
easy analysis/comparison 
• Tune a few cuts and turn the crank 

• These samples were useful well beyond Snowmass itself 
• I am still occasionally asked if they are accessible

29John Stupak - University of Oklahoma7/20/20

https://twiki.cern.ch/twiki/bin/view/CMSPublic/NPSnowmass2013SamplesInstructions#Delphes_3_Production_Recipe
https://twiki.cern.ch/twiki/bin/view/CMSPublic/NPSnowmass2013SamplesInstructions#Delphes_3_Production_Recipe


Challenge
• σttbar @ 14 TeV = 1 nb 

• For Leff = 10 * 3/ab: N = 3E10 
• 1 kB/event → 30 TB 
• 1 minute/event → 50k CPU·years 

• Generated weighted events to reduce statistics 
required by ~2000x 

• Used parameterized detector simulation to reduce  
CPU consumption to manageable level 

• Utilized opportunistic OSG resources
30John Stupak - University of Oklahoma7/20/20



particle containers

Event Generation
• With many background processes and E/PU 

combinations, adopted “container” scheme to 
simplify organization/book-keeping 

• Combined processes with similar cross 
sections in single MC sample 

• On-shell internal propagators excluded → 
fully orthogonal 

• On-shell heavy resonances treated as stable 
(decayed later w/ BRIDGE) 

• Up to 4 final state partons 

• Each sample was binned in ST*: scalar pT sum of all 
final state partons 

• One decade of cross section per bin (up to 7)

31John Stupak - University of Oklahoma7/20/20

MC samples



Pythia
• Five-flavor MLM matching in the shower-kt 

scheme

32John Stupak - University of Oklahoma7/20/20



• “Snowmass detector” implemented in Delphes 
• The best of both ATLAS and CMS 

• Performance taken from public documents, reflecting expected future 
upgrades 

• Main simulation parameters (generally specified as pT- and 𝜂-dependent functions): 

• Tracking efficiency (charged hadrons, e, μ) 
• Momentum resolution (charged hadrons, e, μ) 
• Calorimeter resolution (EM, hadronic clusters) 

• Reconstruction/tagging efficiency (e, μ, 𝛾, b-jet, 𝜏h) 

• Isolation determined by simulation 
• PU suppression: charged hadron subtraction and area-based correction 
• Developed new functionality (output slimming, jet grooming/substructure, t/V/H-tagging)

Detector Simulation/Reconstruction

33John Stupak - University of Oklahoma7/20/20



Event Weight
• Generator-level events produced 

at LO 
• NLO k-factor calculated from 

ratio of MCFM and MadGraph 
(inclusive) cross sections 

• Used BRIDGE to decay heavy 
resonances democratically 
• Enhances statistics for rare 

decay modes  
• σLO * k-factor * wBR stored as 

event weight
34John Stupak - University of Oklahoma7/20/20



CPU consumption [hours]

Computing (OSG)
• Utilized opportunistic resources to produce ~0.5 

billion events 
• ~14k jobs/day totaling ~890 CPU·years 
• Peak usage ≈ 100 kCPU·hours/day 

• Job submission via GlideinWMS 
• Software dependencies from CvmFS 

 
 
 
 
 
 

• MadGraph and Pythia/Delphes performed in 2 
separate jobs 

• MadGraph 
• ~10 MB input gridpack (output LHE) 

transferred via HTCondor 
• Responsible for most of the CPU usage 

• Pythia/Delphes 
• 1 GB minimum bias file pre-staged to 

storage nodes at 10 grid sites 
• Outputs (5-20 kB/event) transferred to 

FNAL, BNL, UNL 
• UNL was accessible (web and XRootD) 

without grid certificate (theorists)

35John Stupak - University of Oklahoma7/20/20

data transfer


