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1.1 Introduction

One of the foremost goals of high-energy physics is to test the Standard Model of particle physics and
to search for indications of new physics beyond. Towards this aim, the experimental high-energy physics
program is pursuing three complementary approaches: experiments at the “energy frontier” try to directly
produce non-Standard Model particles in collisions at large center-of-mass energies; experiments at the
“cosmic frontier” look for astronomical evidence of new interactions and aim to detect cosmically-produced
non-Standard-Model particles through their interaction with ordinary matter; while experiments at the
“intensity frontier” [1] make precise measurements of rare processes and look for discrepancies with the
Standard Model. In many cases, interpretation of the experimental measurements requires a quantitative
of understanding the nonperturbative dynamics of the quarks and gluons in the underlying process. Lattice
gauge theory provides the only known method for ab initio quantum chromodynamics (QCD) calculations
with controlled uncertainties, by casting the fundamental equations of QCD into a form amenable to high-
performance computing. Thus, facilities for numerical lattice QCD are an essential theoretical adjunct
to the experimental high-energy physics program. This report describes the computational and software
infrastructure resources needed for lattice gauge theory to meet the scientific goals of the future energy-
and intensity-frontier experimental programs. We focus on the e↵orts and plans in the US, but comparable
e↵orts are ongoing in Europe and Japan.

Experiments at the intensity frontier probe quantum-mechanical loop e↵ects; thus they can be sensitive to
physics at higher energy scales than those directly accessible at the LHC. Measurements in the quark-flavor
sector, for example, constrain the scale of new particles with O(1) couplings to be greater than 1,000 TeV
or even 10,000 TeV [2]. Contributions from new heavy particles may be observable as deviations of the mea-
surements from Standard-Model expectations, provided both the experimental measurements and theoretical
predictions are su�ciently precise. For many quantities, the comparison between the measurements and
Standard-Model predictions are currently limited by theoretical uncertainties from nonperturbative hadronic
amplitudes such as decay constants, form factors, and meson-mixing matrix elements. These nonperturbative
hadronic parameters can only be calculated with controlled uncertainties that are systematically improvable
using numerical lattice QCD. The U.S. Lattice-QCD Collaboration (USQCD) lays out an ambitious five-year
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• Community Planning Meeting 2012 at FNAL, Oct. 2012


• Group discussions on the second day


• Community Summer Study Meeting 2013, University of 
Minnesota (Snowmass on the Mississippi)


• Separate Report of the Snowmass 2013 Computing 
Frontier working group on Lattice Field Theory: 23 pages 
+ 7 pages of references (11 citations).


• Based on USQCD White Paper: 42 pages + 7 pages of 
references
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• Lot’s of effort by many people!


• Snowmass21 will have more workshops/meetings


• What was gained in terms of physics? computing?20
Lattice field theory for the energy and intensity frontiers:

Scientific goals and computing needs

Table 1-2. Available resources for lattice-QCD simulations assumed for the planned program of physics
calculations. The conversion factors for lattice-QCD sustained Tflop/sec-years, assuming 8000 hours per
year, is 1 Tflop/sec-year = 3.0M core-hour on BlueGene/Q hardware, and 1 Tflop/sec-year = 6.53M core-
hour on BlueGene/P and Cray hardware.

Year Leadership Class Dedicated Capacity Hardware
(Tflop/sec-yrs) (Tflop/sec-yrs)

2015 430 325

2016 680 520

2017 1080 800

2018 1715 1275

2019 2720 1900

masses will obviate the need for chiral extrapolations. Such simulations have already been used for studies of
the spectrum and several matrix elements including the leptonic decay constant ratio fK/f⇡ and the neutral
kaon mixing parameter B̂K [169, 170, 171, 172, 173]. A second advance will be the systematic inclusion
of isospin-breaking and electromagnetic (EM) e↵ects. Once calculations attain percent-level accuracy, as
is the case at present for quark masses, fK/f⇡, the K ! ⇡`⌫ and B ! D

⇤
`⌫ form factors, and B̂K , one

must study both of these e↵ects. A partial and approximate inclusion of such e↵ects is already made for
light-quark masses, f⇡, fK and B̂K . Full inclusion would require nondegenerate u and d quarks and the
incorporation of QED into the simulations, both of which are planned for the five-year DWF and HISQ
configuration-generation programs. A final across-the-board improvement that will likely become standard
in the next five years is the use of charmed sea quarks. These are already included in two of the major
streams of gauge-field ensembles being generated worldwide [174, 175].

The anticipated increase in computing resources over the next five years will significantly benefit the already
mature quark-flavor physics program, improving the precision of weak-matrix elements needed to determine
CKM matrix elements, constrain the CKM unitarity triangle, and search for evidence of non-Standard Model
quark flavor-changing interactions. It will also enable dramatic reduction in the errors of nucleon matrix
elements needed to compute nucleon-neutrino scattering cross sections, interpret µ ! e conversion and dark-
matter experiments, and search for violations of fundamental symmetries of the Standard Model. Lattice
calculations involving nucleons, however, typically require larger spatial volumes and more statistics than
their meson counterparts. Therefore achieving comparable percent-level precision for nucleon matrix elements
will require more computing time than the USQCD anticipates receiving on the leadership-class machines
and on dedicated hardware in the next few years, so the US lattice-QCD community could profitably take
advantage of additional computing resources were they to become available.

The planned U.S. physics program over the next five years is described in detail in the USQCD whitepa-
pers [11, 3, 13, 14]. This physics program assumes the availability to USQCD of capability resources at
the DOE leadership-class facilities, as well as the availability of dedicated capacity resources at Fermilab,
Je↵erson Lab, and BNL, deployed and operated under the proposed LQCD-ext II project extension. The
sustained LQCD Tflop/sec-years provided by these resources by year are given in Table 1-2. In all, this
program of physics calculations will require well over an order of magnitude of increased computing capacity
beyond that used in prior years. Further, over an order of magnitude increase in storage utilization (disk
and tape) from the current approximately 2 petabyte usage will be needed to support the simulations. This
computing and storage capacity can be provided by the growth of the various leadership-class facilities
and larger allocations on those supercomputers, and by the continued availability and expansion of the
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20 B BlueGene Q core hours!



• Doing a lot more already than in 2012


• RBC/UKQCD collab already had 2-3 long discussions on LOI’s


• will submit several LOI’s


• topical groups planning one or more dedicated workshops


• Is this the best way to spend our time?


• Bottom up inclusive


• Do we break through?


• Snowmass21 report goes to (?)


• P5


• HEPAP


• There are no lattice people on either (any computational scientists?)


• Better to focus on physics? (several lattice conveners)


• or better to focus on computing? (several lattice conveners)

https://www.usparticlephysics.org
https://science.osti.gov/hep/hepap/Members

