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Outline
Implementation of the 10s latency buffer

● Description of the latency buffer  

● Implementation and integration in ProtoDUNE-SP Phase 1 

● COTS technology: market overview (CPUs and interconnects)

Supernova storage buffer with COTS solutions

● Description of the supernova storage buffer

● Implementation with COTS solutions

● COTS technology: market overview (storage devices)

Conclusion and outline
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DUNE DAQ
System design 
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DUNE DAQ
System design 

  Upstream DAQ

-- Custom hardware
-- Firmware
-- COTS hardware
-- Software 
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Upstream DAQ
System design 



Software driven implementation of the 
latency buffer
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Readout system in ProtoDUNE
FELIX readout 

● All data is transferred from the FELIX card to the host’s DRAM continuously via DMA 

● Block data is parsed from DMA buffers to circular buffers (i.e. 10s latency buffer)

○ Implementation based on lock-free SPSC queue from folly library

● For each of the ten FELIX links there is a corresponding 10s latency buffer

○ User payload: 464 bytes @ 2 MHz per link

○ Firmware aggregation of the data payload

■ 5568 bytes (superchunk) @ 166 kHz

■ Lower memory I/O operations  

○ Total rate for 10 links (per APA): 8.8 GB/s * 

(* for rough estimates we may refer to 10 GB/s for a single APA)

https://github.com/facebook/folly
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FELIX OnHost BoardReader Application  

● Serializes and buffers up the superchunks (aggregated WIB frames) from the DMA blocks 

● Receive trigger information (timestamp and event identifier)

○ Note: in PDSP trigger requests are time ordered

● On trigger request: 

○ Calculate position of requested data using timestamp of the queue's oldest WIB frame 

■ WIB frames are continuous and time ordered

■ Use 25ns ticks to convert timestamp request into position request for the SPSC queue

○ Pop items from queue until requested timestamp is matched (time ordered requests in PDSP)

● Extract data defined by a specific readout window (configuration parameter)

○ Note: extraction would also work if window size is given with trigger request 

● Form artDAQ fragments from extracted data



DUNE Readout Technology Review - 30/07/2020 - Adam Abed Abud 9

Implementation of the data buffer
Features demonstrated in ProtoDUNE (1/2)

● Receive data from links for a full APA

● Buffer raw data

● Data request handling (trigger matching)

● Data extraction from buffer

○ Serve data for software based hit finding

○ Long readout window extraction (dataflow long window tests)

○ Feed data to accelerators

■ Hardware accelerated compression 

■ ML/DL inference



DUNE Readout Technology Review - 30/07/2020 - Adam Abed Abud 10

Implementation of the data buffer
Features demonstrated in ProtoDUNE (2/2) 

● Interface with Dataflow system

○ Form artDAQ fragments 

○ Send fragments to event builders for downstream processing

● Interface with CCM

○ BoardReader fully integrated into the CCM software of NP04 

○ Control and configuration by using RPC libraries (xmlrpc) 

■ Example: Link initialization, configuration, GTH resets 

■ Use of low level tools provided by the FELIX software suite

○ Monitoring of the link status

● Prototype of SNB data store integrated and tested with BoardReader application
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Implementation of the latency buffer
Adaptability of the solution

● Support both SW and FW based hit finding solutions

● Feed the data to hardware accelerators 

○ Demonstrated both hardware accelerated compression and ML/DL inference 

● Adapt to evolving computer architectures and promptly integrate them in the system

○ Successfully transitioning from 2 servers for a single APA to testing 2 APAs with one server (in 
2 years)

● Flexibility provided by using a software defined solution

○ Adapt to new requirements (e.g. variable trigger windows with different offsets)

○ Low level software and consolidated integration tools provided by COTS solutions
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● FELIX default operation: read from latency buffer over a 
100Gb network interface 

● Adapt to evolving computer architectures:

○ Higher memory bandwidth systems

● Promptly integrate developments into production system

○ 2017: reading half of APA with 1 server

○ 2020: testing 2 APAs in a single server

Implementation of the latency buffer
Adaptability of the solution

2017 2019
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Readout operation modes of DUNE

● Provide data for some or all channels with a variable 
readout window and offset

○ Data requests are not time ordered 

○ Readout and offset variability on event by event 
basis 

○ Partial overlap of trigger windows 

● Readout requirements and their implementation with 
COTS solutions

○ Efficiently adapt to different readout modes

○ Tested several DUNE requirements with 
ProtoDUNE-SP
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● Detection of failures: rate for a single link drops to 0 or rate fluctuation are detected

● Reliability in case of individual link failures 

○ Recovery mechanisms are in place on the FELIX side

■ E.g: transceiver misalignment failure: control, realign, reset links and flush buffers (if needed)

○ Enabling/Disabling  single links

● Data inspection and anomaly detection on the WIB content not implemented yet

○ Need to be evaluated for ProtoDUNE-II

Reliability of the latency buffer
Failures and mitigation
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● Balance between in-house development and COTS components

○ Latency buffer implementation with COTS solution relies only on server grade memory modules

■ Requirement for 10 links: 12 second buffer x 10 GB/s ---> 120 GB

○ Profit from developments made by industry on memory bound high throughput applications

○ Large user community using the same technologies (e.g. large in-memory databases, 
high-speed video streaming, RDMA for high speed low latency applications)

● Invested time effort for the integrated system:

○ Core development of basic functionality: ~6 months by 3 FTE developers 

○ Interfaces and extensions of this for final datataking: ~3 months by 2-3 students

Long term support and maintenance 
COTS components and invested effort
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Current setup
Testing platform used in ProtoDUNE

● Example of platform used for testing 

○ Wide range of servers tested in ProtoDUNE as FELIX host (mid range to very high end)

○ Example: IntelⓇ XeonⓇ Gold (high mid-range server), dual socket, 48 threads in total

○ 192 GB DDR4 2666 MHz DRAM (used approximately 65% for the BoardReader application)

○ Memory bandwidth per socket: ~120 GB/s

● During operation the OnHost BR application has an impact of ~30-40 GB/s on active memory 
throughput of the system (30% of single socket’s maximum throughput)

● Advantages of sw driven implementation of 10s latency buffer 

○ Scale up the system with marginal cost 
increase (mainly due to cost of DRAM) 

○ With current setup extra memory is still available 
for other tasks 
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Resource requirements for OnHost BoardReader 
Resources used and future prospects to reduce them
● CPU utilization is ~30-45 % for each of the ten core threads

○ Many factors affecting the system: L3 cache size, BIOS configuration, NUMA awareness, 

interrupt balancing

● Configuration for maximum throughput

○ Pinning threads to physical cores

○ Tuned NUMA locality

● Future prospects to best exploit performance:

○ Systematic study of interconnect technologies and 

cache-friendly optimizations on different computing 

architectures
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Setup evolution for DUNE
Testing 2 APAs in a single host

● Target goal for DUNE: run 2 APAs (i.e. 2 FELIX cards) on a 
single host

● Consequences on the latency buffer

○ Double the amount of DRAM available: 
120 GB x 2 ---> 240 GB

○ Maximum throughput achieved by fully populating 
memory DIMMs

● NOTE:

○ 2 card setup is being evaluated

○ In progress: optimization of the FELIX driver for a 
2 card setup

○ Hit finding studies made possible thanks to the 
COTS solution (see Phil’s talk)

Test with two card setup on a single host

FELIX FELIX
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Setup evolution for DUNE
Testing 2 APAs in a single host - “Hot off the press” 

● BoardReader applications buffering data from 2 APAs (APA2 and APA6)

● Integration with OnHost BR in PDSP (~5s buffering)

○ Not enough memory available on host for 10s setup

● Memory throughput scales accordingly

● Core pinning and tested also without

○ Same cores are parsing both of the cards 

● Logs available on np04-srv-028
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Setup evolution for DUNE
Testing 2 APAs in a single host - “Hot off the press” 
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● Developments and R&D driven by datacenter industry

○ Solution relies on software and low level tools written by industry

○ Higher memory bandwidths (today’s maximum ~120 GB/s, recent architectures over 200 GB/s) 

○ Increased memory channel density for higher throughput applications  

■ Today 6 channels per CPU socket; 8 channels per socket already existing 

○ DUNE bandwidth requirements are feasible with current generation of COTS technologies

Example of current dual-socket computer architecture with memory throughputs for six channels:

Long term support and maintenance 
Can the COTS solution profit from R&D outside DUNE? 

CPU socket 1 CPU socket 2

~20 GB/s per 
channel

~20 GB/s per 
channel
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COTS technology
Today’s trends 

● CPU:
○ Increasing number of physical cores per socket
○ Fixed processor clock speed 

●  Memory:
○   Higher memory-CPU bandwidths

● Interconnect
○ PCIe 4th Gen is on the market
○ PCIe 5th Gen specification is ready and CXL (Compute Express Link) for fast interconnect 

has been agreed by major companies
● Advantages for DUNE:

○ Server configuration and memory bandwidth will not be a critical element
■ Current generation architectures already provide required bandwidths 

https://blocksandfiles.com/2020/02/25/compute-express-link-post-pcie-interconnect/
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Conclusion and outlook
● Software implementation of the 10s latency buffer is feasible with today’s technologies 

○ Tested and verified several DUNE requirements with ProtoDUNE readout system
○ Flexibility of the BoardReader application is provided by the COTS implementation

■ Example: change trigger readout windows and adaptability to multiple interfaces
○ Satisfy DUNE requirements by taking advantage of developments in industry

■ COTS technologies evolving in favor of DUNE use-cases
● Current readout software is at still a prototype, it may be redesigned for DUNE 

Outlook
● Reliability: error handling for data loss and data corruption to be tested in ProtoDUNE-II
● Demonstrate 2 FELIX card setup on a single host
● Evaluate server configurations relevant for DUNE readout system



Software driven supernova storage buffer 
with COTS solution
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DUNE Upstream DAQ
Supernova storage buffer (SNB)

● Goal: 

○ Store more than 100s of continuous data stream from the detector    

○ Design storage solution capable of writing out data files with required throughput for 2 APAs

● DUNE requirements: 

○ Throughput of 10 GB/s per APA (DUNE requirement: two APAs in single host 20 GB/s)
○ On trigger continuously persist 1 TB of data per APA (2 TB for two APAs in single host)
○ Store data volume for 2 supernova events (4 TB in total for 2 APAs) 

● Software defined storage solutions

○ Develop functional aspect of the solution independently of the underlying hardware

○ Suitable COTS technologies relevant today for the supernova buffer: 

■ PCIe 4 SSD and 3DXPoint storage devices

■ RAID system

■ Persistent memory devices 
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Software defined storage implementation 

● Simulation of the latency buffer size assuming input bandwidth 
of 10 GB/s

● Output bandwidth (sequential writing) of different storage 
technologies affects the total size of the latency buffer 

● Examples for a target data taking time of 100s 

○ Fast storage device with output bandwidth of 8 GB/s

■ Oversize latency buffer by 200 GB of DRAM

■ Commonly available in today’s servers

○ Slow storage device with output bandwidth of 5 GB/s

■ Oversize latency buffer by 500 GB of DRAM

■ Supported on current generation of servers 

Balance performance of storage technologies, features provided and overall sizing of the system
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Storage technologies suitable for SNB
PCIe 4th gen SSDs and modern storage media

● PCIe 4 gen SSDs

○ Bandwidths up to 8 GB/s for a 4 lane device

○ Reasonable to expect an average bandwidth per device of ~ 5 GB/s

○ High bandwidth achieved by using performance tools developed by industry (e.g. SPDK)

● Some devices already available today on the market [EXAMPLE] 

○ NVMe PCIe 4th Gen x4 lanes with sequential write bandwidths 5 GB/s 

○ Combining two devices already satisfies throughput requirement for 1 APA

● 3DXPoint storage devices (e.g. Intel/Micron) 

○ Claimed 9 GB/s in sequential write throughput (single device for one APA)

○ Establishing partnership and preparation of a testing platform in the next months

○ Planning full evaluation of the technology to test suitability for DUNE DAQ applications 

https://spdk.io/
https://www.digitec.ch/de/s1/product/gigabyte-aorus-nvme-gen4-1000gb-m2-2280-ssd-11744465?gclid=Cj0KCQjwo6D4BRDgARIsAA6uN19068EGZVn4kpb7-e9y7LFRd389HwmfnSNGuQJR42JQwIAPAgprbgwaAkOyEALw_wcB&gclsrc=aw.ds
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Storage technologies suitable for SNB
RAID system

● RAID = Grouping multiple disks to form a single logical volume 

● Applications for the DUNE supernova storage buffer:

○ Load balancing 

○ Increase throughput 

○ Data redundancy 

○ Device hot swapping in case of failures

● RAID systems based on PCIe 4.0 x16 lanes SSD adapters already existing [LINK] 

○ Connect up to 4 SSD devices with bandwidths up to 20 GB/s (realistically 15 GB/s)  

■ Comfortably satisfies supernova buffer throughput requirement for single APA

○ Procurement expected in the next months to test the technology

https://hothardware.com/news/gigabyte-aorus-pcie-40-ssd-raid-0-array-19gbsec-ces
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Storage technologies suitable for SNB
Example of RAID configurations with today’s SSDs

● Example of RAID0 (stripe) system with PCIe 4th Gen (x4 lanes) SSDs

○ Single drive write bandwidth: 4.5 GB/s

○ 2 non-redundant RAID groups for two APAs 

○ Each RAID group with 3 drives of 1 TB:

■ Total bandwidth per APA: 13500 MB/s 

■ Comfortably satisfies supernova DUNE requirements for 2 APAs

● Example of possible RAID10 system based on PCIe 4th Gen (x4 lanes)

○ Single drive write bandwidth: 4.5 GB/s

○ 2 redundant RAID groups for the two APAs 

○ Each RAID group with 4 drives of 1 TB

○ Total bandwidth per APA: 9000 MB/s

■ Almost fully satisfies DUNE requirements for 2 APAs with data redundancy 
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Storage technologies suitable for SNB
Persistent memory devices

● Memory devices with high bandwidth: O(10) GB/s

○ Suitable candidates for the DUNE supernova buffer

●  Affordable large capacity

○ Available device sizes: 128 GB,  256 GB,  512 GB

○ Today’s maximum capacity per CPU socket 3 TB

■ Suitable for two APAs 

● Persistent Memory Development Kit (PMDK) 
○ Well established low level software stack to develop applications for PMEM devices
○ Multiple use cases: object storage, data logging, memory mode 
○ Performance optimization:

■ Direct access operation
■ High writing throughput less dependent on blocksize (contrary to storage devices) 
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Supernova storage buffer with persistent memory
Features

● Validated feasibility of persistent memory devices for the supernova storage buffer

○ Sustained 80% of required data throughput for a single APA

○ Stored superchunks of 5568 bytes at 166 kHz per link

○ Produced and persisted more than 100 seconds of data for a single APA

● Integration with Upstream DAQ

○ Fully integrated the SNB prototype with the OnHost BoardReader application

○ Implemented trigger command to send data to persistent memory devices instead of 

forming artDAQ fragments for downstream processing
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Supernova storage buffer with persistent memory
Example of data stored 

Example of binary output in the persistent memory device

Created 10 files in total, one for each link

○ 100 GB for each PMEM file
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● Software defined storage makes the system independent of the underlying storage hardware

○ Treat the SNB buffer as a directory where to store binary files

● Possibility to include new features once the SNB event is stored

○ Post-processing on the collected data

○ Compression (if needed)

● Expose the data to different file formats:

○ Example: store the data output as HDF5 files if needed by Dataflow 

● Possibility to use of the data store for other applications

○ Example: store debugging stream 

Supernova storage buffer with COTS solutions
Adaptability
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● Data integrity can be achieved at the application level

○ Design software to handle data integrity issues caused by memory hardware errors

○ PMEM tools are available to handle error correction and check data integrity

■ Not tested yet in the current prototype

● Data redundancy 

○ RAID: copy the collected data 

○ Hot swapping of failing disks 

● Different reliability features provided by different storage technologies

Supernova storage buffer with COTS solutions
Reliability
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Current setup for persistent memory solution
Testing platform used in ProtoDUNE
● Hardware:

○ Cascade Lake Xeon® Platinum L SKU processor (high end server)

■ PMEM performance validated also on lower end servers

■ Currently testing SNB buffer integration on lower end servers

○ 192 GB DRAM and 6 TB persistent memory

●  Software

○ Mounted PMEMs as direct-access (DAX) filesystem 

○ Low level tools used to write directly to PMEM

(pure device operation) 

■ Prepare an empty PMEM file 

■ Memory map it (function provided by PMDK)

■ Persist in PMEM devices
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Current setup for persistent memory solution
Resource requirements per APA

● Used separate physical cores for each FELIX link

○ Core pinning to each CPU socket is necessary to avoid 

remote access between NUMA nodes

● SNB storage has limited impact on memory utilization 

(less than 10%): 

○ Advantages of using COTS tools to copy data directly into 

storage system (specific pmem copy function) 

○ Direct access operation: bypass operating system cache 

for higher throughput

● Future development for DUNE: 

○ Optimize the software layer to achieve maximum 

performance from PMEMs
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Supernova storage buffer with COTS solutions
Long term support and maintenance
● High performance storage developments are driven by data center and cloud provider needs:

○ Active user community [LINK] : Cisco, Dell EMC, Huawei Cloud, Oracle, etc. 

○ Many use-cases relevant for DUNE applications:

■ Improve performance of by using modern storage media 

■ Advanced caching layer for low latency applications [EXAMPLE]

● Advantages provided by solution fully based on COTS components

○ Profit from R&D made by industry and use consolidated development tools

○ Use of extensively tested integration tools (configuration and debugging of the solution)

● Learning and development time for the SNB implementation with persistent memory

○ 4 months by 1 person (PhD student)  

○ Further testing and integration with other sub-systems in the next months 

○ Test data integrity tools provided by the PMEM technology

https://www.intel.com/content/www/us/en/architecture-and-technology/optane-dc-persistent-memory.html
https://software.intel.com/content/www/us/en/develop/articles/speeding-up-apache-spark-workloads-on-intel-optane-dc-persistent-memory.html
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COTS technology
Storage trend
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Conclusion and outlook
● Software based implementation of the SNB buffer is possible today with COTS technologies

○ Different solutions available: PCIe 4 SSDs, 3DXPoint devices, RAID system, PMEM devices

○ Implementation with PMEM devices developed only in a few months

○ Satisfies 80% of throughput requirement for a single APA 

■ Further improvements/optimizations can still be made

● Storage trend is promising and in the right direction for DUNE applications

○ Large memory capacity and fast SSDs are becoming widely spread in industry 

○ Industry is moving towards high throughput storage applications 

Outlook for the next months 

● Optimize workloads for SNB implementation with PMEMs

● Test storage solutions

○ Benchmark performance of PCIe 4th gen SSD devices and/or modern storage media

○ Deploy RAID system 



Thank you
Questions? 

Adam Abed Abud (Univ. Liverpool / CERN)

adam.abed.abud@cern.ch
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Cost estimate for RAID system with PCIe 4 SSDs
RAID10 with “Sabrent Rocket” (PCIe 4th Gen x4 lanes SSDs) [LINK]

● Single drive write bandwidth: 4.5 GB/s

● 2 redundant RAID groups for two APAs 

● Each RAID10 group with 4 drives of 1 TB:

■ Total bandwidth per APA: 9000 MB/s

■ Cost: 1600 CHF for the storage and 200 CHF for the RAID

[LINK]

https://www.techspot.com/review/1893-pcie-4-vs-pcie-3-ssd/
https://wintelguy.com/raidperf.pl
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COTS technology
PCIe lane bandwidths 


