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Non-perturbative QCD in the Simulation of Backgrounds

4.2. The Signal Selection Classifier 29

Figure 4.8.: The di�erence in event topology for resonant and non-resonant interactions in
the center-of-mass reference frame. (left) Continuum event. (right) �(4S) event.
In the case of a continuum event, the momenta are distributed back-to-back,
whereas in the case of the �(4S) event the B mesons, created in the decay of
the �(4S), are almost at rest. The momenta of the B meson decay products
are isotropically distributed. The di�erence in these two event topologies can
be quantified with e.g. the Cleo Cones. Figure adapted from [29].

There are several concepts to quantify the di�erence in the event shape of continuum events
and �(4S) decays, which can be used for a topological discrimination of the two. They are
discussed in [3] and briefly summarized in the following. Each event consists of a set of N

particles with momenta pi, with i œ {1, 2, . . . , N}.

Thrust

The thrust T is defined as as

T =
qN

i=1 |T · pi|qN

i=1 |pi|
, (4.5)

with the thrust axis T, which is defined as the unit vector along which the projection of
all momenta is maximal. The thrust takes values between 1/2 and 1 with a continuum
event corresponding to T æ 1 and an �(4S) event corresponding to T æ 1/2.

cos ◊B

The angle between the momentum of the reconstructed B meson and the beam
axis is cos ◊B and 1 ≠ cos2

◊B distributed. This distribution originates from the spin
1 æ 0 0 decay of the �(4S). For continuum events, the distribution is flat, because
the B-candidate is created from random combinations of tracks.

Cleo Cones

The Cleo Cones are defined along the thrust axis with opening angles of � œ

[◊, ◊ + 10] deg. The value of Cleo Cone i is the total momentum flow of all particles
within given cone i. For continuum events the momentum flow is clustered in the
Cleo Cones with small opening angles.

Fox Wolfram Moments

The Fox Wolfram moments describe the phase-space distribution of energy and
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Non-perturbative QCD in background processes:

1. Simulation of generic B-meson decays

2. Simulation of continuum processes
Toolbox:


1. EvtGen + Pythia8

2. KKMC + Pythia8 + EvtGen
https://cds.cern.ch/record/591258/files/0211132.pdf
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Precision calculation for e+e� ! 2f : the KK MC project⇤

B.F.L. Warda and S. Jadachb and Z. Wasb

aDepartment of Physics and Astronomy, University of Tennessee,
Knoxville, Tennessee 37996-1200, USA

bHenryk Niewodniczanski Institute of Nuclear Physics,
ul. Radzikowskiego 152, 31-342 Cracow, Poland

We present the current status of the coherent exclusive (CEEX) realization of the YFS theory for the processes in

e+e� ! 2f via the KKMC. We give a brief summary of the CEEX theory in comparison to the older (EEX) exclu-

sive exponentiation theory and illustrate recent theoretical results relevant to the LEP2 and LC physics programs.

UTHEP-02-0901

Sept, 2002

1. Introduction

Our aims in this discussion are to summarize
briefly on the main features of YFS/CEEX ex-
ponentiation [1] in QED and to present examples
of recent theoretical results [2,3] relevant for the
LEP/LC physics programs.

In the next section, we review the older EEX
exclusive realization and summarize the new
CEEX exclusive realization of the YFS [4] theory
in QED. In this way we illustrate the latter’s ad-
vantages over the former, which is also very suc-
cessful. We also stress the key common aspects of
our MC implementations of the two approaches
to exponentiation, such as the exact treatment of
phase space in both cases, the strict realization
of the factorization theorem, etc. In Sect. 3, we
illustrate recent improvements in the KK MC re-
alization of CEEX for the ⌫⌫̄ channel. In Sect.
4 we illustrate recent exact results on the single
hard bremsstrahlung in 2f processes which quan-
tify the size of the missing sub-leading O(↵2)L
terms in the KK MC. Sect. 5 contains our sum-
mary.

⇤Work partly supported by EU contract HPRN-CT-
2000-00149, by NATO Grant PST.CLG.977751, and by
Polish Government grants 5P03B09320 and 2P03B00122
and by US Department of Energy Contract DE-FG05-
91ER40627.

2. Standard Model calculations for LEP

with YFS exponentiation

There are currently many successful applica-
tions [5] of the YFS theory of exponentiation for
LEP and LC physics: (1), for e+e� ! f f̄ + n�,
f = ⌧, µ, d, u, s, c there are YFS1 (1987-1989)
O(↵1)exp ISR, YFS22KORALZ (1989-1990),
O(↵1 + h.o.LL)exp ISR, YFS32KORALZ (1990-
1998), O(↵1 + h.o.LL)exp ISR+FSR, and KK

MC (98-02) O(↵2 + h.o.LL)exp ISR+FSR+IFI
with d�/� = 0.2%; (2), for e+e� ! e+e� +
n� for ✓ < 6� there are BHLUMI 1.x, (1987-
1990), O(↵1)exp and BHLUMI 2.x,4.x, (1990-
1996), O(↵1 + h.o.LL)exp with d�/� = 0.07%;
(3), for e+e� ! e+e� + n� for ✓ > 6� there is
BHWIDE (1994-1998), O(↵1 + h.o.LL)exp with
d�/� = 0.2(0.5)% at the Z peak ( just o↵ the Z
peak ); (4), for e+e� ! W+W�+n�, W±

! f f̄
there is KORALW (1994-2001); and, (5), for
e+e� ! W+W� + n�, W±

! f f̄ there is YF-
SWW3 (1995-2001), YFS exponentiation + Lead-
ing Pole Approximation with d�/� = 0.4% at
LEP2 energies above the WW threshold. The
typical MC realization we e↵ect is in the form of
“matrix element ⇥ exact phase space” principle,
as we illustrate in the following diagram:

https://cds.cern.ch/record/591258/files/0211132.pdf
https://cds.cern.ch/record/591258/files/0211132.pdf


# 5

Into the tool shed: EvtGen & Pythia8
Many analyses need generic B-Meson decay samples

* Simulated as mixture of exclusive modes 

Phys. Rev. D 97, 075011 (2018)

Phase-Space

Explicit form factor models are included; parameters from 
measurements (combined with Lattice information if available)

As you can imagine it’s a nightmare to 
keep these up-to-date
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B → πℓν̄ℓ
HFLAV
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Into the tool shed: EvtGen & Pythia8
Many analyses need generic B-Meson decay samples

* Pythia8 hadronized modes make up ca. 48% (!) of all simulated decays
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KKMC & Pythia8 & EvtGen

Physics meeting, 29.04.2016

Continuum production in BASF2

2
6/11Torben Ferber and Ami Rostomyan (DESY)

Continuum Production: Factorization.
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7/11Torben Ferber and Ami Rostomyan (DESY)

Continuum Production: Shortcomings.
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a) Missing ISR
b) Missing ISR-FSR interference
c) Missing γ-Z interference
d) QED FSR double counting

a) Separate QCD Radiation and 
QED FSR

QED ISR
QCD FSR

No ideal generator/theory:
1) ISR/FSR + QCD
or 2) ISR + FSR/QCD
9 Systematic Uncertainty
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Belle II Setup:

Physics meeting, 29.04.2016

Belle official MC % Belle2 (KKMC + PYTHIA8 + EvtGen(Photos))
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Belle Setup: Pythia + EvtGen
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Belle Pythia6 Parameters
Pythia tuning: Belle VS BelleII

Belle used Pythia 6 with custom tunings

JetSetPar PARJ(21)=0.28          
JetSetPar PARJ(25)=0.27
JetSetPar PARJ(26)=0.12
JetSetPar PARJ(33)=0.3
JetSetPar PARJ(35)=1.0
JetSetPar PARJ(41)=0.32
JetSetPar PARJ(42)=0.62
JetSetPar PARJ(82)=0.38
JetSetPar PARJ(82)=0.76

JetSetPar PARP(2)=4.0
JetSetPar MSTP(141)=1
JetSetPar MSTP(171)=1
JetSetPar MSTJ(104)=4            

Default 0.36
Default 1
Default 0.4
Default 0.8 
Default = PARJ(33)
Default 0.3
Default 0.58
Default 0.29
Default 1

Default 10
Default 0
Default 0
Default 5

Continuum qq was generated using the evtgen model PYCONT
Decay vpho

         # d u s c b t   e   mu  tau

1.0 PYCONT 0 0 0 1 0 0   0 0 0 0 0 0;

Enddecay 21
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Figure 3.3: The different χ2/d.o.f. distributions for the various event shape
variables used in the comparison between data and Monte-Carlo . Charged
and neutral multiplicity distributions weren’t filled in the data distributions
and haven’t been used in the tuning procedure. The red line depicts the
χ2/d.o.f. for events generated with all parameters of the generator set to
their default values. Here, σq has been varied in the range from 0.16 to 0.45,
in steps of 0.01. Each sample comprised of 100.000 events.
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Figure 3.1: Data distribution of the observables used for continuum tuning.
All continuum data for experiment 19 has been used. It has been corrected
for finite detector acceptance and resolution by unfolding with the SVD(guru)
method.
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rate of the η′ does not vary significantly with this parameter, lower plot.

30

Off-resonance Data



# 9

Belle II Translation
Pythia tuning: Belle VS BelleII

Belle used Pythia 6 with custom tunings

JetSetPar PARJ(21)=0.28          
JetSetPar PARJ(25)=0.27
JetSetPar PARJ(26)=0.12
JetSetPar PARJ(33)=0.3
JetSetPar PARJ(35)=1.0
JetSetPar PARJ(41)=0.32
JetSetPar PARJ(42)=0.62
JetSetPar PARJ(82)=0.38
JetSetPar PARJ(82)=0.76

JetSetPar PARP(2)=4.0
JetSetPar MSTP(141)=1
JetSetPar MSTP(171)=1
JetSetPar MSTJ(104)=4            

Default 0.36
Default 1
Default 0.4
Default 0.8 
Default = PARJ(33)
Default 0.3
Default 0.58
Default 0.29
Default 1

Default 10
Default 0
Default 0
Default 5

Continuum qq was generated usin the evtgen model PYCONT
Decay vpho

         # d u s c b t   e   mu  tau

1.0 PYCONT 0 0 0 1 0 0   0 0 0 0 0 0;

Enddecay

BelleII uses Pythia 8
 � First challenge is to translate the Belle tunings

    from Pythia 6 to Pythia 8

Current Proposal (by Hulya Atmacan):
PythiaBothParam StringFlav:etaSup=0.27
PythiaBothParam StringFlav:etaPrimeSup=0.12
PythiaBothParam StringFragmentation:stopMass=1.1
PythiaBothParam StringZ:aLund=0.32
PythiaBothParam StringZ:bLund=0.62
PythiaBothParam StringZ:usePetersonC=off
PythiaBothParam StringZ:usePetersonB=off
PythiaBothParam StringZ:usePetersonH=off
PythiaBothParam StringZ:rFactC=1.0
PythiaBothParam StringPT:sigma = 0.4
PythiaBothParam TimeShower:pTmin = 0.38

Continuum can be generated now using KKMC + Pythia8
  better treatment of ISR/FSR
  more accurate description of the initial partonic state

     Great effort by Ami Rostomyan and Torben Ferber

22

Plan to use recorded Belle 
II (& maybe Belle) data to 
produce proper tune

Gevorg Karyan  |  B2GM |  6 February 2017  |  Page 2

… ingredients

StringFlav:etaSup

StringFlav:etaPrimeSup

StringFragmentation:stopMass

StringZ:aLund

StringZ:bLund

StringZ:rFactC

StringPT:sigma

StringPT:enhancedFraction

StringPT:enhancedWidth

StringFlav:probStoUD

StringZ:aExtraSQuark

StringZ:aExtraDiquark

StringFlav:mesonUDvector

StringFlav:mesonSvector

parameters particles

π
+
,π

-
,π

0

K
+
,K

-
,Λ

η ,ηˊ , γ , p̄

D
0
,D0

∗
, γ

kinematic

variables

z , pt

multiplicities

thrust ,R2

Not much progress on this. 

StringZ:aLund = 0.68
StringZ:bLund = 0.98
StringZ:aExtraDiquark = 0.97
StringZ:aExtraSquark = 0.00

As a comparison: Monash 2013
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Full EvtGen + Pythia8 Tuning
Michael Große, Heiko Lacker

Since for generic B decays only about 50% of all B mesons are hadronized via Pythia, possible that 
applying off-resonance tuning parameters might be inadequate.

* Long-standing idea: carry out a proper tuning using the Professor package 

(https://professor.hepforge.org/ by Holger Schulz and Andy Buckley)

B-decay tuning

Große, Lacker
HU Berlin

Motivation and
Strategy

Technical setup

Data
BaBar

measurements

Belle

measurements

Example
Observables

Analyses

Parameters

Outlook

Specific measurements from BABAR

mesons

I Measurement of the average � multiplicity in B meson
decay PRD 69, 052005 (2004)1

I Study of inclusice B� and B̄0 decays to flavor-tagged
D, Ds and ⇤+

c PRD 75, 072002 (2007)1

I Study of Inclusive Production of Charmonium Mesons in
B Decay http://arxiv.org/abs/hep-ex/0207097 2

I Measurement of D+
s and D⇤+

s production in B decays
and from continuum e+e� annihilations at

p
s = 10.6

GeV, hep-ex/0107060
I Study of semi-inclusive production of ⌘0 mesons in B

decays, hep-ex/0109034
I Study of high momentum ⌘0 production in B ! ⌘0Xs,

PRL 93, 061801 (2004)
1We have already implemented this analysis in rivet, to be submitted
2implemented in rivet

6 / 19

Example Inputs for such a tune:

B-decay tuning

Große, Lacker
HU Berlin

Motivation and
Strategy

Technical setup

Data
BaBar

measurements

Belle

measurements

Example
Observables

Analyses

Parameters

Outlook

BABAR data
MC (final)
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Figure: simulated � multiplicity using DECAY 2010.DEC and
default pythia parameters
Source of the datapoint: “Measurement of the average �
multiplicity in B meson decay” PRD 69, 052005 (2004)
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 Multiplicityϕ

Not much progress on this. 

https://professor.hepforge.org/
https://professor.hepforge.org/
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Many measurements target inclusive decays

‣  with 


‣  or  with 

B → Xuℓν̄ℓ Xu ∈ [π, ρ, ω, η, η′�, non-resonant decays, . . . ]
B → Xsγ B → Xsℓℓ Xs ∈ [K*, Kπ, non-resonant, . . . ]

12

Going Hybrid: B → Xuℓν̄ℓ

Markus Prim, Lu Cao, FB

2

9. The Decay B� Xu��

The B meson, being the lightest meson containing a b quark, can only decay via the weak
interaction. In the following I discuss the semileptonic decay B � Xu��, where the final
state consists of a hadronic (Xu) and a leptonic (��) system.

At the energy scale of the B meson mass the propagator term of the virtual W± boson
can be integrated out and the weak interaction is described by the e�ective coupling GF
together with the corresponding CKM matrix elements. However, at this energy scale
the bound state of the two quarks, of which the B meson is composed, is described by
non-perturbative QCD. In case the virtual W± boson decays into a lepton and neutrino
pair there exists no strong interaction between the decay products of the W± and the
hadronic system Xu. Therefore it is possible to factorize the strong and weak interaction
contributions and treat them separately.

The e�ective Standard Model (SM) Lagrangian describing these decays is given by

Le� = �4GF�
2

Vub(u�µPLb)(��µPL�) + h.c., (9.1)

with Fermi’s constant GF, the CKM matrix element Vub and the projection operator
PL = (1� �5)/2. The decay B � ��� is shown at parton level and as an e�ective diagram
in Figure 9.1.

b u

d d

⌫

`+

W+

B0 ⇡�

(a) Parton level Feynman diagram.

B0 ⌫

`+

⇡�

(b) E�ective Feynman diagram.

Figure 9.1.: One possible parton level Feynman diagram (a) and the e�ective Feynman
diagram (b). In the e�ective Feynman diagram, the propagator of the W is
integrated out, i.e. the weak interaction is point-like, and the gluon interactions
are described by the blob.
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FIG. 1. The CKM suppressed and favored inclusive semilep-
tonic processes B ! Xu `+ ⌫` (left) and B ! Xc `

+ ⌫` (right)
for a B0 meson decay.

was done e.g. by Refs. [10, 11]. This reduces the the-69

ory uncertainties on the predicted partial rates [12–15],70

although making the measurement more prone to sys-71

tematic uncertainties. This strategy is also adopted in72

the measurement described in this paper.73

The corresponding world averages of |Vub| from both
exclusive and inclusive determinations are [4]:

|V excl.
ub | = (3.67 ± 0.09 ± 0.12) ⇥ 10�3 , (2)

|V incl.
ub | =

⇣
4.32 ± 0.12+0.12

�0.13

⌘
⇥ 10�3 . (3)

Here the uncertainties are experimental and from theory.74

Both world averages exhibit a sizeable tension of about75

3 standard deviations between them. This severely lim-76

its the possibility for future precision tests of the CKM77

mechanism.78

One central experimental method to extend the probed79

B ! Xu `+ ⌫` phase-space into region dominated by80

the B ! Xc `+ ⌫` is the full reconstruction of the sec-81

ond B meson of the e+ e�
! ⌥(4S) ! BB̄ process.82

This allows for the reconstruction of the hadronic X sys-83

tem of the semileptonic process. In addition, the neu-84

trino four-momentum can be reconstructed. Properties85

of both are instrumental to distinguish B ! Xu `+ ⌫`86

from B ! Xc `+ ⌫` processes. In this manuscript the87

classification of both processes is carried out using ma-88

chine learning approaches. The distinguishing variables89

of the machine learning algorithm were carefully selected90

in order not to introduce a bias in the measured par-91

tial branching fractions. In addition, the modelling of92

backgrounds was validated in B ! Xc `+ ⌫` enriched se-93

lections. We report the measurement of three partial94

branching fractions, covering 30% - 85% of the accessible95

B ! Xu `+ ⌫` phase-space. The measurement of fully96

di↵erential distributions, which provide the key input to97

direct measurements of the leading and sub-leading shape98

functions, is left for future work.99

The main improvement over the previous Belle result100

of Ref. [11] lies in the adaption of a more e�cient tagging101

algorithm for the reconstruction of the second B meson,102

in the significant improvements of the B ! Xu `+ ⌫` sig-103

nal and B ! Xc `+ ⌫` background descriptions, and the104

reduction of many systematic uncertainties. In addition105

the full Belle data set of 711 fb�1 is analyzed.106

The remainder of this manuscript is organized as fol-107

lows: Section II provides an overview of the used data108

set and the simulated signal and background samples.109

Section III details the analysis strategy and reconstruc-110

tion of the hadronic X system of the semileptonic de-111

cay. Section IV introduces the fit procedure used to sep-112

arate B ! Xu `+ ⌫` signal from background contribu-113

tions. Section V lists the systematic uncertainties a↵ect-114

ing the measurements and Section VI summarizes side-115

band studies central to validate the modelling of the cru-116

cial B ! Xc `+ ⌫` background processes. Finally, Sec-117

tions VII shows the selected signal events and com-118

pares them with the expectation from simulation. In119

Section VIII the measured partial branching fractions120

and determined values of |Vub| are discussed. Section IX121

presents our conclusions.122

II. DATA SET AND SIMULATED SAMPLES123

The analysis utilizes the full Belle data set of124

(772 ± 10) ⇥ 106 B meson pairs, which were produced125

at the KEKB accelerator complex [16] with a center-of-126

mass energy of
p

s = 10.58 GeV corresponding to the127

⌥(4S) resonance. In addition, 79 fb�1 of collision events128

recorded 60MeV below the ⌥(4S) resonance peak are129

used to derive corrections and for cross-checks.130

The Belle detector is a large-solid-angle magnetic spec-131

trometer that consists of a silicon vertex detector (SVD),132

a 50-layer central drift chamber (CDC), an array of aero-133

gel threshold Čerenkov counters (ACC), a barrel-like ar-134

rangement of time-of-flight scintillation counters (TOF),135

and an electromagnetic calorimeter comprised of CsI(Tl)136

crystals (ECL) located inside a superconducting solenoid137

coil that provides a 1.5 T magnetic field. An iron flux138

return located outside of the coil is instrumented to de-139

tect K0
L mesons and to identify muons (KLM). A more140

detailed description of the detector and its layout and141

performance can be found in Ref. [17] and in references142

therein.143

Charged tracks are identified as electron or muon can-144

didates by combining the information of multiple subde-145

tectors into a lepton identification likelihood ratio, LLID.146

For electrons the most important identifying features are147

the ratio of the energy deposition in the ECL with respect148

to the reconstructed track momentum, the energy loss in149

the CDC, the shower shape in the ECL, the quality of150

the geometrical matching of the track to the shower po-151

sition in the ECL, and the photon yield in the ACC [18].152

Muon candidates can be identified from charged track153

trajectories extrapolated to the outer detector. The most154

important identifying features are the di↵erence between155

expected and measured penetration depth as well as the156

transverse deviation of KLM hits from the extrapolated157

trajectory [19]. Charged tracks are identified as pions158

or kaons using a likelihood classifier which combines in-159

formation from the CDC, ACC, and TOF subdetectors.160

In order to avoid the di�culties in understanding the161

e�ciencies of reconstructing K0
L mesons, they are not162

explicitly reconstructed or used in the analysis163

Photons are identified as energy depositions in the164
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We account for these using a factor [33]

fD1
=

B(D
0
1 ! D⇤ �⇡+)

B(D
0
1 ! D

0
⇡+⇡�)

= 2.32 ± 0.54 . (7)

We subtract the contribution of D1 ! D⇡⇡ from the
measured non-resonant plus resonant B ! D⇡⇡`⌫̄`
branching fraction of Ref. [34]. To account for missing
isospin conjugated modes of the three-hadron final states
we adapt the prescription from Ref. [34], which calculates
an average isospin correction factor of

f⇡⇡ =
B(D

⇤⇤ 0
! D(⇤) �⇡+⇡�)

B(D
⇤⇤ 0

! D
(⇤)

⇡⇡)
=

1

2
±

1

6
. (8)

The uncertainty takes into account the full spread of final
states (f0(500) ! ⇡⇡ or ⇢ ! ⇡⇡ result in f⇡⇡ = 2/3
and 1/3, respectively) and the non-resonant three-body
decays (f⇡⇡ = 3/7). We further assume that

B(D
⇤
2 ! D⇡) + B(D

⇤
2 ! D

⇤
⇡) = 1 ,

B(D1 ! D
⇤
⇡) + B(D1 ! D⇡⇡) = 1 ,

B(D
⇤
1 ! D

⇤
⇡) = 1 , and B(D0 ! D⇡) = 1 . (9)

For the remaining B ! D(⇤) ⇡ ⇡ `+ ⌫` contributions we184

use the measured value of Ref. [34]. The remaining ‘gap’185

between the sum of all considered exclusive modes and186

the inclusive B ! Xc `+ ⌫` branching fraction is filled187

in equal parts with B ! D ⌘ `+ ⌫` and B ! D⇤ ⌘ `+ ⌫`188

and for both we assume a 100% uncertainty. We simu-189

late B ! D(⇤) ⇡ ⇡ `+⌫` and B ! D(⇤) ⌘ `+⌫` final states190

assuming an equidistribution of all final state particles in191

phase-space.192

Semileptonic B ! Xu `+ ⌫` decays are modeled as193

a mixture of specific exclusive modes and non-resonant194

contributions. We normalize their corresponding branch-195

ing fractions to the world averages from Ref. [29]:196

Semileptonic B ! ⇡ `+ ⌫` decays are simulated using the197

BCL parametrization [35] with form factor central val-198

ues and uncertainties from the global fit carried out by199

Ref. [36]. The processes of B ! ⇢ `+ ⌫` and B ! ! `+ ⌫`200

are modeled using the BCL form factor parametrization.201

We fit the measurements of Refs. [37–39] in combination202

with the light-cone sum rule predictions of Ref. [7] to203

determine a set of form factor central values and uncer-204

tainties. The processes of B ! ⌘ `+ ⌫` and B ! ⌘0 `+ ⌫`205

are modeled using the LCSR calculation of Ref. [40].206

For the uncertainties we assume for these states that the207

pole-parameters ↵+/0 and the form factor normalization208

f+
B⌘(0) at maximum recoil can be treated as uncorrelated.209

In addition to these narrow resonances, we simulate non-210

resonant B ! Xu `+ ⌫` decays with at least two pions211

in the final state following the DFN model [41]. The212

triple di↵erential rate of this model is a function of the213

four-momentum transfer squared (q2), the lepton energy214

(EB
` ) in the B rest-frame, and the hadronic invariant215

mass squared (M2
X) at next-to-leading order precision216

in the strong coupling constant ↵s. This triple di↵er-217

ential rate is convolved with a non-perturbative shape218

function using an ad-hoc exponential model. The free219

parameters of the model are the b quark mass in the220

Kagan-Neubert scheme, mKN
b = (4.66± 0.04) GeV and a221

non-perturbative parameter aKN = 1.3± 0.5. The values222

of these parameters were determined in Ref. [42] from a223

fit to B ! Xc `+ ⌫` and B ! Xs� decay properties. At224

leading order, the non-perturbative parameter aKN is re-225

lated to the average momentum squared of the b quark226

inside the B meson and determines the second moment of227

the shape function. It is defined as aKN = �3⇤
2
/�1 � 1228

with the binding energy ⇤ = mB � mKN
b and the ki-229

netic energy parameter �1. The hadronization of the230

parton-level B ! Xu `+ ⌫` DFN simulation is carried231

out using the JETSET algorithm [43], producing final232

states with two or more mesons. The inclusive and ex-233

clusive B ! Xu `+ ⌫` predictions are combined using a234

so-called ‘hybrid’ approach, which is a method originally235

suggested by Ref. [44], and our implementation closely236

follows Ref. [45]. To this end, we combine both pre-237

dictions such that the partial branching fractions in the238

triple di↵erential rate of the inclusive (�B
incl
ijk ) and com-239

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-240

sive values. This is achieved by assigning weights to the241

inclusive contributions wijk such that242

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (10)

with i, j, k denoting the corresponding bin in the three243

dimensions of q2, EB
` , and MX :244

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-245

tion and possible e↵ects of next-to-next-to-leading order246

corrections in ↵s, we also determine weights using the247

BLNP model of Ref. [12] and treat the di↵erence later248

as a systematic uncertainty. For the b quark mass in249

the shape-function scheme we use mSF
b = 4.61 GeV and250

µ2 SF
⇡ = 0.20 GeV2. Figures detailing the hybrid model251

construction can be found in Appendix C.252

Table I summarizes the used branching fraction for253

the signal and the important B ! Xc `+ ⌫` background254

processes. Figure 2 shows the generator-level distribu-255

tions and yields of B ! Xc `+ ⌫` and B ! Xu `+ ⌫`256

after the tag-side reconstruction (cf. Section III). The257

B ! Xu `+ ⌫` yields were scaled by a factor of 50 to258

make them visible. A clear separation can be obtained259

at low values of MX and high values of EB
` .260
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Going SEM:  or B → Xsℓℓ B → Xsγ

Inclusive measurements sometimes uses so-called SEM approaches: 
Sum over exclusive modes
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Figure 11: Generator-level s distribution for inclusive di-muon signal events, with the underlying contributions
from modes with a single kaon hadronic system (light blue), a K ∗(892) hadronic system (green), along with
Mx > 1.1GeV/c2 seen modes (dark blue) and unseen modes (white). The linear vertical scale is in arbitrary
units.
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Figure 12: Generator-level s distribution for inclusive di-muon signal events, with the underlying contributions
from modes with a single kaon hadronic system (light blue), a K ∗(892) hadronic system (green), along with
Mx > 1.1GeV/c2 seen modes (dark blue) and unseen modes (white). The log vertical scale is in arbitrary
units.
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Table 1: Definition of 28 modes used in the sum-of-exclusive analysis. Charge conjugation is implied for each
mode.

Reconstructed Mode Reconstructed As

1 B0 →K 0
S µ+µ−

2 B+→K+ µ+µ−

3 B0 →K 0
S e+e−

4 B+→K+ e+e−

5 B0 →K ∗0 (K 0
S π0)µ+µ−

6 B+→K ∗+ (K+ π0)µ+µ−

7 B+→K ∗+ (K 0
S π+)µ+µ−

8 B0 →K ∗0 (K+ π−)µ+µ−

9 B0 →K ∗0 (K 0
S π0)e+e−

10 B+→K ∗+ (K+ π0)e+e−

11 B+→K ∗+ (K 0
S π+)e+e−

12 B0 →K ∗0 (K+ π−)e+e−

13 B+→K 0
S π+ π0 µ+µ−

14 B0 →K+ π− π0 µ+µ−

15 B0 →K 0
S π+ π− µ+µ−

16 B+→K+ π+ π− µ+µ−

17 B+→K 0
S π+ π0 e+e−

18 B0 →K+ π− π0 e+e−

19 B0 →K 0
S π+ π− e+e−

20 B+→K+ π+ π− e+e−

21 B0 →K 0
S π+ π− π0 µ+µ−

22 B+→K+ π+ π− π0 µ+µ−

23 B+→K 0
S π+ π− π+ µ+µ−

24 B0 →K+ π+ π− π− µ+µ−

25 B0 →K 0
S π+ π− π0 e+e−

26 B+→K+ π+ π− π0 e+e−

27 B+→K 0
S π+ π− π+ e+e−

28 B0 →K+ π+ π− π− e+e−

4

K

K*
reconstructed Xs

not reconstructed Xs

Targets about 70% of all 
 decaysB → Xsℓℓ

Same approach: simulated as mix of exclusive & inclusive processes

inclusive  system hadronized using Pythia / JETSETXs
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# 16

Going SEM:  or B → Xsℓℓ B → Xsγ

Inclusive measurements sometimes uses so-called SEM approaches: 
Sum over exclusive modes

all modes

Table 1: Definition of 28 modes used in the sum-of-exclusive analysis. Charge conjugation is implied for each
mode.

Reconstructed Mode Reconstructed As

1 B0 →K 0
S µ+µ−

2 B+→K+ µ+µ−

3 B0 →K 0
S e+e−

4 B+→K+ e+e−

5 B0 →K ∗0 (K 0
S π0)µ+µ−

6 B+→K ∗+ (K+ π0)µ+µ−

7 B+→K ∗+ (K 0
S π+)µ+µ−

8 B0 →K ∗0 (K+ π−)µ+µ−

9 B0 →K ∗0 (K 0
S π0)e+e−

10 B+→K ∗+ (K+ π0)e+e−

11 B+→K ∗+ (K 0
S π+)e+e−

12 B0 →K ∗0 (K+ π−)e+e−

13 B+→K 0
S π+ π0 µ+µ−

14 B0 →K+ π− π0 µ+µ−

15 B0 →K 0
S π+ π− µ+µ−

16 B+→K+ π+ π− µ+µ−

17 B+→K 0
S π+ π0 e+e−

18 B0 →K+ π− π0 e+e−

19 B0 →K 0
S π+ π− e+e−

20 B+→K+ π+ π− e+e−

21 B0 →K 0
S π+ π− π0 µ+µ−

22 B+→K+ π+ π− π0 µ+µ−

23 B+→K 0
S π+ π− π+ µ+µ−

24 B0 →K+ π+ π− π− µ+µ−

25 B0 →K 0
S π+ π− π0 e+e−

26 B+→K+ π+ π− π0 e+e−

27 B+→K 0
S π+ π− π+ e+e−

28 B0 →K+ π+ π− π− e+e−

4

Targets about 70% of all 
 decaysB → Xsℓℓ

Same approach: simulated as mix of exclusive & inclusive processes

inclusive  system hadronized using Pythia / JETSETXs

TABLE I: B → Xs e
+e−, B → Xs µ

+µ− and B → Xs ℓ
+ℓ− partial BFs (in units of 10−6) and ACP by q2(GeV2/c4) and

mXs(GeV/c2) bin. The number in parentheses after each result is the multiplier which is applied to the measured semi-inclusive
rate to account for unreconstructed and mXs > 1.8GeV/c2 final states. Estimated contributions from the vetoed charmonium
q2 regions are included in both the total and mXs binned results, but not in the total ACP . The first uncertainties are
statistical, the second experimental systematics and the third model-dependent systematics associated with the multiplicative
factor. There are no model-dependent ACP systematics and ACP is not measured as a function of mXs ; the multiplicative
factors are not used in calculating the total ACP .

Bin Range B → Xs e+e− B → Xs µ+µ− B → Xs ℓ+ℓ− ACPB→Xs ℓ+ℓ−

q20 1.0 < q2 < 6.0 1.93+0.47
−0.45

+0.21
−0.16 ± 0.18 (1.71) 0.66+0.82

−0.76
+0.30
−0.24 ± 0.07 (1.78) 1.60+0.41

−0.39
+0.17
−0.13 ± 0.18 −0.06± 0.22± 0.01

q21 0.1 < q2 < 2.0 3.05+0.52
−0.49

+0.29
−0.21 ± 0.35 (1.96) 1.83+0.90

−0.80
+0.30
−0.24 ± 0.20 (2.02) 2.70+0.45

−0.42
+0.21
−0.16 ± 0.35 −0.13± 0.18± 0.01

q22 2.0 < q2 < 4.3 0.69+0.31
−0.28

+0.11
−0.07 ± 0.07 (1.73) −0.15+0.50

−0.43
+0.26
−0.14 ± 0.01 (1.80) 0.46+0.26

−0.23
+0.10
−0.06 ± 0.07 0.42 +0.50

−0.42 ± 0.01

q23 4.3 < q2 < 6.8 0.69+0.31
−0.29

+0.13
−0.10 ± 0.05 (1.53) 0.34+0.54

−0.50
+0.19
−0.15 ± 0.03 (1.59) 0.60+0.27

−0.25
+0.10
−0.08 ± 0.05 −0.45+0.44

−0.57 ± 0.01

q24 10.1 < q2 < 12.9 1.14+0.42
−0.40

+0.22
−0.10 ± 0.04 (1.16) 0.87+0.51

−0.47
+0.11
−0.08 ± 0.03 (1.18) 1.02+0.32

−0.30
+0.10
−0.07 ± 0.04

q25 14.2 < q2 0.56+0.19
−0.18

+0.03
−0.03 ± 0.00 (1.02) 0.60+0.31

−0.29
+0.05
−0.04 ± 0.00 (1.02) 0.57+0.16

−0.15
+0.03
−0.02 ± 0.00

q245 q24 ∪ q25 — — — 0.19 +0.18
−0.17 ± 0.01

mXs,1 0.4 < mXs
< 0.6 0.69+0.18

−0.17
+0.04
−0.03 ± 0.00 (1.00) 0.74+0.25

−0.23
+0.04
−0.04 ± 0.00 (1.00) 0.71+0.15

−0.14
+0.03
−0.03 ± 0.00

mXs,2 0.6 < mXs
< 1.0 1.20+0.34

−0.33
+0.10
−0.07 ± 0.00 (1.00) 0.76+0.44

−0.40
+0.08
−0.07 ± 0.00 (1.00) 1.02+0.27

−0.25
+0.06
−0.05 ± 0.00

mXs,3 1.0 < mXs
< 1.4 1.60+0.72

−0.69
+0.27
−0.19 ± 0.05 (1.18) 0.65+1.16

−1.08
+0.27
−0.25 ± 0.02 (1.18) 1.32+0.61

−0.58
+0.19
−0.15 ± 0.05

mXs,4 1.4 < mXs
< 1.8 1.88+0.76

−0.73
+0.71
−0.47 ± 0.12 (1.91) 0.19+1.35

−1.25
+0.70
−0.50 ± 0.10 (1.91) 1.36+0.67

−0.63
+0.50
−0.34 ± 0.12

Total 0.1 < q2 7.69+0.82
−0.77

+0.50
−0.33 ± 0.50 4.41+1.31

−1.17
+0.57
−0.42 ± 0.27 6.73+0.70

−0.64
+0.34
−0.25 ± 0.50 0.04± 0.11± 0.01
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FIG. 1: Differential BF as a function of q2 for electron (blue
circles), muon (black squares) and lepton-flavor-averaged fi-
nal states (red triangles). The errors correspond to the to-
tal uncertainties. The histogram shows the SM expectation,
which has uncertainties of approximately 10-30% in different
q2 regions. The shaded boxes denote the vetoed charmonium
regions. The horizontal spread of points in each bin is meant
only to aid visibility.

tions in the vetoed charmonium q2 regions. The lepton-
flavor-averaged B → Xs ℓ+ℓ− results are weighted aver-
ages of the individual B → Xs e+e− and B → Xs µ+µ−

results that take into account correlations in the system-
atic uncertainties. Figure 1 shows the differential BF
results as a function of q2 and mXs

overlaid with the SM
expectation. The results in these bins, as well as in the
q20 region, are generally in good agreement with SM pre-
dictions. Given our experimental uncertainties, we are
insensitive to the relatively small differences in the e+e−

and µ+µ− rates expected in the SM, and observe no sig-
nificant differences between e+e− and µ+µ− final states.

Several model-independent analyses of the form-factor-
independent angular observables reported in a recent
B0 → K+π−µ+µ− LHCb analysis [35] explain the
anomaly reported there in terms of a non-vanishing
beyond-SM contribution CBSM

9 [59–68]. These phe-
nomenological studies all present generally similar re-
sults, yielding a three-sigma range for CBSM

9 of ∼ [−2, 0],
implying a corresponding suppression in the fully inclu-
sive BF of up to ∼ 25% in the 1 < q2 < 6GeV2/c4 and
q2 > 14.4GeV2/c4 ranges. Although our results in the
q20 range are consistent with both the SM expectation as
well as a possible suppression in the decay rate, our re-
sults in the q25 range show an excess, rather than a deficit,
of ∼ 2σ in both the B → Xs e+e− and B → Xs µ+µ−

rates with respect to the SM expectation [22].

We search for CP violation in each q2 bin by divid-
ing our dataset into four disjoint samples according to
lepton identity (e+e− or µ+µ−) and the B or B flavor
as determined by the kaon and pion charges of the Xs

system. Modes with Xs = K0
S
, K0

S
π0 or K0

S
π+π− are

not used; and, because we perform no model-dependent
extrapolation of signal rates, we measure ACP only for
the particular combination of final states used here. We
simultaneously fit all four datasets, sharing a single value
of ACP as a free parameter, using the BFs fit model de-
scribed above. Our ACP results are shown in Table I;
a plot of the results as a function of q2 is included as
part of our supplemental EPAPS material [56]. We an-
alyze the vetoed J/ψ dataset, where CP violation is ex-

6

Electrons

Muons

Both
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# 17

Going SEM:  or B → Xsℓℓ B → Xsγ

Inclusive measurements sometimes uses so-called SEM approaches: 
Sum over exclusive modes

all modes

Table 1: Definition of 28 modes used in the sum-of-exclusive analysis. Charge conjugation is implied for each
mode.

Reconstructed Mode Reconstructed As

1 B0 →K 0
S µ+µ−

2 B+→K+ µ+µ−

3 B0 →K 0
S e+e−

4 B+→K+ e+e−

5 B0 →K ∗0 (K 0
S π0)µ+µ−

6 B+→K ∗+ (K+ π0)µ+µ−

7 B+→K ∗+ (K 0
S π+)µ+µ−

8 B0 →K ∗0 (K+ π−)µ+µ−

9 B0 →K ∗0 (K 0
S π0)e+e−

10 B+→K ∗+ (K+ π0)e+e−

11 B+→K ∗+ (K 0
S π+)e+e−

12 B0 →K ∗0 (K+ π−)e+e−

13 B+→K 0
S π+ π0 µ+µ−

14 B0 →K+ π− π0 µ+µ−

15 B0 →K 0
S π+ π− µ+µ−

16 B+→K+ π+ π− µ+µ−

17 B+→K 0
S π+ π0 e+e−

18 B0 →K+ π− π0 e+e−

19 B0 →K 0
S π+ π− e+e−

20 B+→K+ π+ π− e+e−

21 B0 →K 0
S π+ π− π0 µ+µ−

22 B+→K+ π+ π− π0 µ+µ−

23 B+→K 0
S π+ π− π+ µ+µ−

24 B0 →K+ π+ π− π− µ+µ−

25 B0 →K 0
S π+ π− π0 e+e−

26 B+→K+ π+ π− π0 e+e−

27 B+→K 0
S π+ π− π+ e+e−

28 B0 →K+ π+ π− π− e+e−

4

Targets about 70% of all 
 decaysB → Xsℓℓ

Same approach: simulated as mix of exclusive & inclusive processes

inclusive  system hadronized using Pythia / JETSETXs

Table 23: Truth-matched signal efficiency as a function of number of final state pions for final states upto
two pions (20 modes).

N qbin0 qbin1

pions modes Ngen Nrec ε Ngen Nrec ε

0 1–4 248.1 34.5 0.139± 0.022 105.9 10.3 0.097± 0.029

1 5–12 928.9 63.3 0.068± 0.008 648.7 35.2 0.054± 0.009

2 13–20 757.7 33.2 0.068± 0.008 569.2 20.1 0.035± 0.008

N qbin2 qbin3

pions modes Ngen Nrec ε Ngen Nrec ε

0 1–4 114.2 15.9 0.139± 0.032 118.7 18.7 0.157± 0.033

1 5–12 414.4 28.6 0.069± 0.012 432.9 31.4 0.073± 0.012

2 13–20 344.2 15.5 0.069± 0.012 310.5 14.1 0.045± 0.012

N qbin4 qbin5

pions modes Ngen Nrec ε Ngen Nrec ε

0 1–4 118.0 19.9 0.169± 0.034 172.0 26.3 0.153± 0.027

1 5–12 485.9 32.9 0.068± 0.011 458.5 24.0 0.052± 0.010

2 13–20 202.0 7.8 0.068± 0.011 45.1 1.2 0.027± 0.024

N mhad1 mhad2

pions modes Ngen Nrec ε Ngen Nrec ε

0 1–4 773.7 91.0 0.118± 0.012 3.5 0.0 0.000± 0.000

1 5–12 0.0 0.0 0.000± 0.000 2307.1 87.5 0.038± 0.004

2 13–20 0.0 0.0 0.000± 0.000 0.0 0.0 0.000± 0.000

N mhad3 mhad4

pions modes Ngen Nrec ε Ngen Nrec ε

0 1–4 44.7 0.0 0.000± 0.000 23.0 0.0 0.000± 0.000

1 5–12 1033.4 44.4 0.043± 0.006 470.3 20.3 0.043± 0.009

2 13–20 1129.9 31.7 0.043± 0.006 858.9 26.9 0.031± 0.006

75

Efficiency strongly dependent on final state multiplicity / final state mode

Table 24: Truth-matched signal efficiency as a function of the reconstrcuted final state mode number in each of
the the q2-bins. The electron PID is eKMElectronMicro (9) and the muon PID is muBDTVeryTightFakeRate
(23). These numbers are for final states upto two pions (20 modes).

Reco qbin0 qbin1 qbin2

Mode Ngen Nrec ε Ngen Nrec ε Ngen Nrec ε

1 48.4 1.5 0.031± 0.025 20.8 0.4 0.019± 0.030 22.2 0.7 0.031± 0.037

2 73.8 9.1 0.123± 0.038 30.3 2.3 0.077± 0.048 33.9 4.1 0.121± 0.056

3 49.6 3.5 0.070± 0.036 22.3 1.1 0.051± 0.047 22.9 1.6 0.071± 0.054

4 76.4 20.4 0.267± 0.051 32.5 6.4 0.198± 0.070 35.2 9.4 0.268± 0.075

5 80.9 0.7 0.009± 0.011 55.9 0.4 0.007± 0.011 36.3 0.3 0.010± 0.016

6 84.1 3.4 0.040± 0.021 57.6 1.6 0.028± 0.022 37.3 1.5 0.040± 0.032

7 152.4 3.4 0.023± 0.012 103.8 1.7 0.016± 0.012 67.7 1.5 0.022± 0.018

8 143.4 12.2 0.085± 0.023 98.6 5.5 0.056± 0.023 64.1 5.5 0.086± 0.035

9 81.5 1.9 0.023± 0.017 58.9 1.2 0.021± 0.019 36.4 0.8 0.023± 0.025

10 85.5 8.2 0.095± 0.032 60.6 5.0 0.083± 0.035 38.2 3.6 0.095± 0.047

11 156.1 7.3 0.047± 0.017 109.7 4.5 0.041± 0.019 69.6 3.3 0.047± 0.025

12 144.9 26.3 0.182± 0.032 103.6 15.3 0.148± 0.035 64.8 11.9 0.184± 0.048

13 95.7 0.7 0.007± 0.009 69.0 0.3 0.005± 0.009 43.4 0.3 0.007± 0.013

14 113.8 3.4 0.030± 0.016 81.8 1.7 0.021± 0.016 51.8 1.6 0.031± 0.024

15 95.3 1.4 0.014± 0.012 68.6 0.7 0.010± 0.012 43.2 0.6 0.015± 0.018

16 80.6 5.2 0.065± 0.027 58.1 2.6 0.045± 0.027 36.5 2.4 0.065± 0.041

17 92.5 1.5 0.016± 0.013 72.3 1.1 0.015± 0.014 42.1 0.7 0.016± 0.020

18 109.7 7.5 0.068± 0.024 86.0 4.9 0.057± 0.025 49.9 3.5 0.070± 0.036

19 92.1 2.9 0.031± 0.018 72.5 2.0 0.027± 0.019 41.8 1.3 0.032± 0.027

20 78.1 10.7 0.137± 0.039 61.0 6.8 0.111± 0.040 35.5 5.0 0.141± 0.058

Reco qbin3 qbin4 qbin5

Mode Ngen Nrec ε Ngen Nrec ε Ngen Nrec ε

1 23.2 0.9 0.037± 0.039 23.4 0.9 0.040± 0.041 34.1 1.0 0.030± 0.029

2 35.7 5.4 0.150± 0.060 36.6 6.4 0.174± 0.063 55.7 8.5 0.153± 0.048

3 23.4 1.8 0.075± 0.055 22.6 1.7 0.076± 0.056 31.1 2.0 0.065± 0.044

4 36.4 10.7 0.293± 0.075 35.4 10.9 0.308± 0.078 51.0 14.7 0.288± 0.063

5 37.1 0.4 0.010± 0.017 40.3 0.4 0.010± 0.015 35.5 0.2 0.007± 0.014

6 39.6 1.9 0.047± 0.034 46.0 2.4 0.053± 0.033 45.2 1.9 0.041± 0.030

7 72.5 1.8 0.025± 0.018 87.0 2.1 0.024± 0.016 89.2 1.7 0.019± 0.015

8 66.5 6.5 0.097± 0.036 74.9 7.7 0.103± 0.035 69.7 5.2 0.075± 0.032

9 37.2 0.8 0.022± 0.024 38.4 0.6 0.017± 0.021 32.3 0.4 0.012± 0.019

10 39.9 3.9 0.099± 0.047 43.9 3.7 0.085± 0.042 41.6 2.9 0.069± 0.039

11 73.3 3.4 0.047± 0.025 84.1 3.2 0.038± 0.021 81.5 2.4 0.030± 0.019

12 66.9 12.6 0.189± 0.048 71.4 12.7 0.177± 0.045 63.4 9.3 0.146± 0.044

13 39.5 0.3 0.008± 0.014 26.5 0.2 0.008± 0.017 6.0 0.0 0.004± 0.027

14 47.0 1.6 0.034± 0.026 31.3 1.0 0.033± 0.032 7.2 0.2 0.023± 0.056

15 39.3 0.6 0.016± 0.020 26.7 0.4 0.014± 0.023 6.2 0.1 0.010± 0.040

16 33.4 2.5 0.075± 0.045 22.4 1.7 0.074± 0.055 5.2 0.3 0.052± 0.098

17 37.5 0.6 0.015± 0.020 23.5 0.3 0.011± 0.022 5.0 0.0 0.008± 0.039

18 44.6 3.0 0.068± 0.038 28.0 1.4 0.051± 0.042 6.1 0.2 0.033± 0.073

19 37.5 1.1 0.030± 0.028 23.8 0.5 0.021± 0.029 5.2 0.1 0.016± 0.056

20 31.8 4.4 0.138± 0.061 19.9 2.3 0.116± 0.072 4.4 0.4 0.085± 0.134
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# 18

Going SEM:  or B → Xsℓℓ B → Xsγ

Inclusive measurements sometimes uses so-called SEM approaches: 
Sum over exclusive modes

all modes

Reconstructed Mode Reconstructed As

1 B0 →K 0
S µ+µ−

2 B+→K+ µ+µ−

3 B0 →K 0
S e+e−

4 B+→K+ e+e−

5 B0 →K ∗0 (K 0
S π0)µ+µ−

6 B+→K ∗+ (K+ π0)µ+µ−

7 B+→K ∗+ (K 0
S π+)µ+µ−

8 B0 →K ∗0 (K+ π−)µ+µ−

9 B0 →K ∗0 (K 0
S π0)e+e−

10 B+→K ∗+ (K+ π0)e+e−

11 B+→K ∗+ (K 0
S π+)e+e−

12 B0 →K ∗0 (K+ π−)e+e−

13 B+→K 0
S π+ π0 µ+µ−

14 B0 →K+ π− π0 µ+µ−

15 B0 →K 0
S π+ π− µ+µ−

16 B+→K+ π+ π− µ+µ−

17 B+→K 0
S π+ π0 e+e−

18 B0 →K+ π− π0 e+e−

19 B0 →K 0
S π+ π− e+e−

20 B+→K+ π+ π− e+e−

21 B0 →K 0
S π+ π− π0 µ+µ−

22 B+→K+ π+ π− π0 µ+µ−

23 B+→K 0
S π+ π− π+ µ+µ−

24 B0 →K+ π+ π− π− µ+µ−

25 B0 →K 0
S π+ π− π0 e+e−

26 B+→K+ π+ π− π0 e+e−

27 B+→K 0
S π+ π− π+ e+e−

28 B0 →K+ π+ π− π− e+e−

Targets about 70% of all 
 decaysB → Xsℓℓ

Same approach: simulated as mix of exclusive & inclusive processes

inclusive  system hadronized using Pythia / JETSETXs

TABLE VI: B → Xs µ
+µ− branching fraction “additive” systematic uncertainties.

Variation q20 q21 q22 q23 q24 q25 mXs,1 mXs,2 mXs,3 mXs,4

Signal mES pdf shape +0.012
−0.007

+0.055
−0.018

+0.004
−0.004

+0.010
−0.006

+0.008
−0.008

+0.012
−0.012

+0.022
−0.022

+0.008
−0.015

+0.019
−0.019

+0.006
−0.004

Signal LR pdf shape +0.030
−0.048

+0.000
−0.069

+0.029
−0.038

+0.000
−0.025

+0.024
−0.001

+0.003
−0.002

+0.000
−0.003

+0.000
−0.008

+0.000
−0.098

+0.378
−0.000

Crossfeed pdf shape +0.018
−0.020

+0.077
−0.123

+0.029
−0.011

+0.010
−0.006

+0.039
−0.035

+0.018
−0.015

+0.003
−0.003

+0.033
−0.006

+0.077
−0.026

+0.136
−0.118

Crossfeed normalization +0.025
−0.020

+0.030
−0.008

+0.005
−0.002

+0.016
−0.013

+0.020
−0.017

+0.007
−0.006

+0.002
−0.001

+0.007
−0.007

+0.017
−0.039

+0.017
−0.011

BB pdf shape +0.226
−0.121

+0.141
−0.063

+0.094
−0.045

+0.097
−0.054

+0.058
−0.009

+0.011
−0.000

+0.002
−0.005

+0.012
−0.013

+0.182
−0.104

+0.340
−0.199

udsc pdf shape +0.050
−0.050

+0.083
−0.065

+0.013
−0.007

+0.065
−0.078

+0.024
−0.021

+0.013
−0.012

+0.001
−0.000

+0.033
−0.029

+0.064
−0.070

+0.117
−0.136

udsc normalization +0.030
−0.016

+0.059
−0.042

+0.207
−0.000

+0.022
−0.016

+0.021
−0.015

+0.003
−0.000

+0.005
−0.004

+0.012
−0.013

+0.032
−0.040

+0.069
−0.065

Charmonium pdf shape +0.069
−0.121

+0.030
−0.030

+0.032
−0.056

+0.056
−0.033

+0.019
−0.022

+0.003
−0.000

+0.002
−0.001

+0.024
−0.007

+0.026
−0.066

+0.306
−0.283

Charmonium normalization +0.134
−0.117

+0.083
−0.073

+0.085
−0.081

+0.102
−0.095

+0.039
−0.032

+0.004
−0.000

+0.007
−0.007

+0.032
−0.033

+0.098
−0.106

+0.246
−0.231

Hadronic misidenti-

fication pdf shape +0.098
−0.087

+0.099
−0.085

+0.061
−0.063

+0.060
−0.054

+0.051
−0.044

+0.030
−0.026

+0.029
−0.028

+0.034
−0.035

+0.099
−0.109

+0.195
−0.187

Hadronic misidenti-

fication normalization +0.030
−0.027

+0.166
−0.111

+0.049
−0.038

+0.059
−0.021

+0.012
−0.021

+0.007
−0.012

+0.012
−0.003

+0.021
−0.022

+0.084
−0.071

+0.017
−0.078

Total +0.299
−0.239

+0.292
−0.237

+0.260
−0.137

+0.187
−0.154

+0.107
−0.079

+0.043
−0.037

+0.040
−0.037

+0.076
−0.066

+0.268
−0.249

+0.699
−0.501

TABLE VII: B → Xs e
+e− branching fraction model-dependent extrapolation systematic uncertainties.

Variation q20 q21 q22 q23 q24 q25 mXs,3 mXs,4

Jetset tunings +0.060
−0.059

+0.011
−0.013

+0.010
−0.012

+0.011
−0.014

+0.001
−0.002

+0.031
−0.036

+0.037
−0.036

+0.075
−0.077

±50% Nπ0 > 1 0.249 0.047 0.038 0.025 0.002 0.130 0.030 0.051

±50% K multiplicity 0.046 0.008 0.006 0.002 0.000 0.022 0.000 0.006

±50% π+ multiplicity 0.196 0.036 0.028 0.012 0.000 0.100 0.024 0.080

±1σ B → K(∗)ℓ+ℓ− BFs +0.115
−0.129

+0.024
−0.026

+0.021
−0.023

+0.018
−0.018

+0.002
−0.002

+0.067
−0.073

+0.004
−0.005

+0.000
−0.000

Total +0.346
−0.351

+0.065
−0.066

+0.053
−0.054

+0.035
−0.036

+0.003
−0.003

+0.181
−0.184

+0.053
−0.053

+0.121
−0.123

TABLE VIII: B → Xs µ
+µ− branching fraction model-dependent extrapolation systematic uncertainties.

Variation q20 q21 q22 q23 q24 q25 mXs,3 mXs,4

Jetset tunings +0.035
−0.041

+0.002
−0.003

+0.005
−0.006

+0.009
−0.012

+0.001
−0.002

+0.025
−0.020

+0.015
−0.014

+0.007
−0.008

±50% Nπ0 > 1 0.154 0.011 0.020 0.021 0.002 0.047 0.012 0.005

±50% K multiplicity 0.029 0.002 0.003 0.002 0.000 0.008 0.000 0.001

±50% π+ multiplicity 0.122 0.008 0.015 0.010 0.000 0.036 0.010 0.008

±1σ B → K(∗)ℓ+ℓ− BFs +0.027
−0.030

+0.002
−0.002

+0.004
−0.005

+0.007
−0.007

+0.001
−0.001

+0.015
−0.019

+0.001
−0.001

+0.000
−0.000

Total +0.203
−0.205

+0.014
−0.014

+0.026
−0.026

+0.026
−0.027

+0.003
−0.003

+0.066
−0.065

+0.021
−0.021

+0.012
−0.013

Fit Projections

The pages following show the B → Xs e+e− and B → Xs µ+µ− branching fraction fit projections for each q2 and
mXs

bin.
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4.2. The Signal Selection Classifier 29

Figure 4.8.: The di�erence in event topology for resonant and non-resonant interactions in
the center-of-mass reference frame. (left) Continuum event. (right) �(4S) event.
In the case of a continuum event, the momenta are distributed back-to-back,
whereas in the case of the �(4S) event the B mesons, created in the decay of
the �(4S), are almost at rest. The momenta of the B meson decay products
are isotropically distributed. The di�erence in these two event topologies can
be quantified with e.g. the Cleo Cones. Figure adapted from [29].

There are several concepts to quantify the di�erence in the event shape of continuum events
and �(4S) decays, which can be used for a topological discrimination of the two. They are
discussed in [3] and briefly summarized in the following. Each event consists of a set of N

particles with momenta pi, with i œ {1, 2, . . . , N}.

Thrust

The thrust T is defined as as

T =
qN

i=1 |T · pi|qN

i=1 |pi|
, (4.5)

with the thrust axis T, which is defined as the unit vector along which the projection of
all momenta is maximal. The thrust takes values between 1/2 and 1 with a continuum
event corresponding to T æ 1 and an �(4S) event corresponding to T æ 1/2.

cos ◊B

The angle between the momentum of the reconstructed B meson and the beam
axis is cos ◊B and 1 ≠ cos2

◊B distributed. This distribution originates from the spin
1 æ 0 0 decay of the �(4S). For continuum events, the distribution is flat, because
the B-candidate is created from random combinations of tracks.

Cleo Cones

The Cleo Cones are defined along the thrust axis with opening angles of � œ

[◊, ◊ + 10] deg. The value of Cleo Cone i is the total momentum flow of all particles
within given cone i. For continuum events the momentum flow is clustered in the
Cleo Cones with small opening angles.

Fox Wolfram Moments

The Fox Wolfram moments describe the phase-space distribution of energy and

4.2. The Signal Selection Classifier 33

Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.

4.2. The Signal Selection Classifier 33

Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.

Phys. Rev. D 101, 032007 (2020)
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Figure 4.8.: The di�erence in event topology for resonant and non-resonant interactions in

4.2. The Signal Selection Classifier 33

Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.
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4.2. The Signal Selection Classifier 31

Table 4.1.: Loose selection cuts on the reconstructed data sample before the training of
the multivariate classifier. The cuts are chosen to suppress background while
retaining approximately 100% signal e�ciency.

Description Selection Cut

Number of tracks in the ROE n
ROE
tracks > 2

Normalized beam-constrained mass m̂
ROE
bc > 0.964

Normalized missing energy ≠0.5 < �Ê
ROE

< 0.1
Number of leptons in the event nLeptons < 3

Reduced second Fox-Wolfram moment R2 < 0.5

The classifier method uses a high dimensional input space to discriminate between signal
and background events. Mis-modeling of this input space can lead to large discrepancies in
performance when applied to data or MC. To improve the description of the continuum
component in the MC an additional classifier was trained following the idea from [30].
Using the provided MC samples and the signal free o�-resonance data sample, a classifier
is trained to discriminate between data and MC events using the input variables to the
classifier and the lepton momentum. If the MC is well modeled, the classifier will not be
able to discriminate between both, however if there are discrepancies the classifier will
learn them. The classifier output can be transformed to reweight the MC events to cancel
the shape di�erences between data and MC using. The weights are defined as

w = p

1 ≠ p
, (4.7)

where p œ [0, 1] is the classifier output and w is the weight assigned to the MC. Classifier
outputs p æ 0 and p æ 1 indicate large discrepancies resulting in a weight w æ Œ. In
comparison, a classifier output of p = 0.5 indicates no di�erence between data and MC.
The associated weight for this case is w = 1, which shows that the actual MC does properly
describe the data and does not need to be modified. With this method it is also possible
to retrieve the proper normalization of the continuum contribution from the o�-resonance
data sample. A distribution of weights is shown in Figure 4.9.

The e�ect of the reweighter is shown in Figure 4.10 for three exemplary input variables
variables and the classifier output. The systematic uncertainty originating from the
reweighting is discussed in Section 7.2.

4.2. The Signal Selection Classifier 33

Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.
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Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.
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https://iopscience.iop.org/article/10.1088/1742-6596/368/1/012028/pdf
https://iopscience.iop.org/article/10.1088/1742-6596/368/1/012028/pdf
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Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.
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Figure 4.10.: The e�ect of the data-MC reweighting for three exemplary variables. (left)
Before the reweighting is applied and (right) after the reweighting is applied.
The improvement ensures that the training of the multivariate classifier is
performed on a sample which reflects the true data distribution. The e�ect is
particularly visible in the classifier output (bottom row). The signal shape is
only shown for illustrative purpose.
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Figure 5. The di↵erential cross section for pp ! H ! �� as a function of (a) the jet multiplicity for
pjetT > 30 GeV and (b) the jet multiplicity for pjetT > 50 GeV. The data and theoretical predictions
are presented the same way as in figure 4, although the SM prediction is now constructed using
the Minlo HJ prediction for gluon fusion and the default MC samples for the other production
mechanisms. The Minlo HJ prediction is normalised to the LHC-XS prediction using a K-factor
of KggF = 1.54.

The di↵erential cross sections as a function of the dijet rapidity separation, |�yjj |,
and the azimuthal angle between the diphoton and dijet system, |����,jj |, for events

containing two or more jets, are shown in figure 7. These are standard variables used to

discriminate between gluon fusion and vector-boson fusion production of the Higgs boson

at the LHC [14]. The data are compared to the SM prediction provided by Minlo HJJ

for gluon fusion and the default MC samples for the other production mechanisms. The

shape of the SM prediction is in satisfactory agreement with the data.

The di↵erential cross section as a function of the cosine of the photon decay angle in the

Collins–Soper frame, |cos ✓⇤|, is shown in figure 8(a). This distribution is sensitive to the

spin of the Higgs boson. The data are compatible with the results of earlier dedicated spin

studies [11], where the signal yields were extracted under the assumption of a particular

spin hypothesis and not corrected for detector e↵ects. The data are compared to the SM

prediction defined using the Hres prediction for gluon fusion and the default MC samples

for the other production mechanisms. The SM prediction is in good agreement with the

data.

The di↵erential cross section as a function of the azimuthal angle between the jets in

events containing two or more jets is shown in figure 8(b). The data are compared to the

SM prediction defined using theMinlo HJJ prediction for gluon fusion and the default MC

samples for the other production mechanisms. There is an upward deviation in data with

respect to the SM prediction in the bin at |��jj | ⇠ ⇡, with an associated significance of
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Figure 4. The di↵erential cross section for pp ! H ! �� as a function of (a) the diphoton
transverse momentum, p��T , and (b) the absolute rapidity of the diphoton system, |y�� |. The data
are shown as filled (black) circles. The vertical error bar on each data point represents the total
uncertainty in the measured cross section and the shaded (grey) band is the systematic component.
The SM prediction, defined using the Hres prediction for gluon fusion and the default MC samples
for the other production mechanisms, is presented as a hatched (blue) band, with the depth of
the band reflecting the total theoretical uncertainty (see text for details). The small contribution
from VBF, V H and tt̄H is also shown separately as a dashed (green) line and denoted by XH.
The Hres predictions are normalised to the total LHC-XS cross section [57] using a K-factor of
KggF = 1.15.

cross section that does not contain a jet with pT > 30 GeV. This variable directly tests

the probability of hard quark and gluon emission from inclusively produced Higgs boson

events. The jet veto e�ciency is measured to be 0.50+0.10
�0.13 (stat.) ± 0.03 (syst.). This is

approximately reproduced by the theoretical prediction from JetVHeto, which is 0.67±0.08

for gluon fusion. The inclusion of all production mechanisms is expected to reduce the jet

veto e�ciency by approximately 0.06, bringing the theoretical prediction into even better

agreement with the data.

Figures 6(a) and 6(b) show the di↵erential cross section as a function of the leading

jet’s transverse momentum and rapidity, respectively. Figure 6(c) shows the di↵erential

cross section as a function ofHT. The shape of all these distributions are in good agreement

with the prediction provided by Minlo HJ for gluon fusion and the default MC samples

for the other production mechanisms. Figure 6(d) shows the di↵erential cross section as a

function of the subleading jet transverse momentum, the shape of which is satisfactorily

described by the theoretical predictions provided by Minlo HJJ for gluon fusion and the

default MC samples for the other production mechanisms. The Minlo HJJ prediction is

normalised to the LHC-XS prediction using a K-factor of KggF = 1.10.
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Figure 7. The di↵erential cross section for pp ! H ! �� as a function of (a) the dijet rapidity
separation, |�yjj |, and (b) the azimuthal angle between the dijet and diphoton systems presented
as |⇡ �����,jj |. The data and theoretical predictions are presented the same way as in figure 4,
although the SM prediction is now defined using the Minlo HJJ prediction for gluon fusion and
the default MC samples for the other production mechanisms. The Minlo HJJ prediction is
normalised to the LHC-XS prediction using a K-factor of KggF = 1.10.

2.3�. This deviation remains present if the azimuthal angle between the jets is constructed

using only central jets (|y| < 2.4) with an increased JVF cut, which suggests that pileup is

not responsible for the additional back-to-back jets. Similarly, the contribution of double

parton scattering to H+2 jet production was estimated to be just 1.3%, using the e↵ective

area parameter for double parton scattering measured in W +2 jet events at ATLAS [110].

The azimuthal angle between the jets is sensitive to the charge conjugation and parity

properties of the Higgs boson interactions. For example, in gluon fusion, a CP-even coupling

has a dip at ⇡/2 and peaks at 0 and ⇡, whereas a purely CP-odd coupling would present as a

peak at ⇡/2 and dips at 0 and ⇡ [19–21]. For VBF, the SM prediction is approximately flat

with a slight rise towards |��jj | = ⇡ [18]. Any additional anomalous CP-even or CP-odd

contribution to the interaction between the Higgs boson and weak bosons would manifest

itself as an additional oscillatory component, and any interference between the SM and

anomalous couplings can produce distributions peaked at either |��jj | = 0 or |��jj | = ⇡

[18]. The shape of the distribution is therefore sensitive to the relative contribution of

gluon fusion and vector-boson fusion, as well as the tensor structure of the interactions

between the Higgs boson and gluons or weak bosons. To further quantify the structure of

the azimuthal angle between the two jets, an asymmetry is defined as

A�� =
�(|��| < ⇡

3 )� �(⇡3 < |��| < 2⇡
3 ) + �(|��| > 2⇡

3 )

�(|��| < ⇡

3 ) + �(⇡3 < |��| < 2⇡
3 ) + �(|��| > 2⇡

3 )
(10.1)
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#

Future and past data to improve simulations

Essentially most tuning we did in the past, built upon internal data with the obvious drawbacks: 

* Not reproducible, not available for outsiders


(My personal opinion): I think we should make sure to change this to preserve our physics results

Large available Belle data set, that can be processed in the Belle II software framework: 

https://arxiv.org/pdf/1810.00019.pdf

Treasure trove for 
tuning; available for all 
Belle II members for 
technical work

But also many interesting measurements available from BaBar and Belle in 
the public domain already. E.g. light hadron multiplicity as a function of .xp

The a parameter The b parameter

a = 0.9 a = 0.1 b = 0.5 b = 2.0

0.2 0.4 0.6 0.8 1.0

0.5

1.0

1.5

0.2 0.4 0.6 0.8 1.0

0.5

1.0

1.5

2.0

b = 1GeV�2, m? = 1GeV a = 0.5, m? = 1GeV

Figure 2: Illustration of the Lund symmetric fragmentation function (normalized to unity), for ai =
aj ⌘ a. Left: variation of the a parameter, from 0.1 (blue) to 0.9 (red), with fixed b. Right: variation
of the b parameter, from 0.5 (red) to 2 (blue) GeV�2, with fixed a.

illustration of the effect of varying the a and b parameters, for ai = aj ⌘ a, is given in fig. 2; see also
the lecture notes in [37]. Note that the �? parameter also affects the hardness, with larger �? values
generating harder hadrons, the difference being that the �? parameter acts mainly in the direction
transverse to the string5 (and is an absolute scale expressed in GeV), while the a and b parameters act
longitudinally (with z a relative scale expressed as a fraction of the endpoint’s energy).

In the context of this work, we included the possibility of letting the a parameter for strange
quarks be slightly different from that of u and d quarks, but did not find any significant advantages.
The relevant parameters in the code we settled on for the Monash tune are:

StringZ:aLund = 0.68
StringZ:bLund = 0.98
StringZ:aExtraDiquark = 0.97
StringZ:aExtraSquark = 0.00

The average hardness of the produced hadrons is tightly (anti-)correlated with the average multi-
plicity, via momentum conservation: if each hadron takes a lot of energy, then fewer hadrons must be
made, and vice versa. Thus, the �? value and the a and b parameters of the fragmentation function
can be well constrained by simultaneously considering both momentum and multiplicity spectra. In
order to be as universal as possible, one normally uses the inclusive charged-particle spectra for this
purpose. These are shown in fig. 3. (Note: the Fischer tune only included the average particle mul-
tiplicity as a constraint, so the full nch distribution is not expected to be reproduced perfectly [30].)
The momentum fraction in the right-hand plot is defined by:

xp =
2|p|

Ecm
. (4)

As above, the experimental data come from a measurement by L3 [26] which only includes the four
lightest flavours, thus excluding b quarks (which will be treated separately below).

Both of the earlier tunes exhibit a somewhat too broad multiplicity distribution in comparison
with the L3 data. The relatively large Lund a and b values used for the Monash tune, combined with

5Explicitly, �? expresses the p? broadening transverse to the string direction, but implicitly its size also enters in
the logitudinal fragmentation function, via the m2

? term in eq. (3), causing higher-p? hadrons to have relatively harder
longitudinal spectra as well.
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The latter are dominated by τ -pairs for π± and K±, and
by strange decays for p/p.
All of the systematic uncertainties have strong point-

to-point correlations. There is an overall normaliza-
tion uncertainty of 0.98% from the event selection and
part of the track-finding efficiency, which does not af-
fect the shape of any cross section. The uncertain-
ties due to most backgrounds, strange particle decays,
cos θ∗ distributions, and leptons are correlated over wide
ranges, and can have broad effects on the shape. Those
due to particle identification are correlated strongly over
short ranges, typically ±1–2 neighboring bins, and more
weakly over ±2–4 additional bins, and the simulation has
been smoothed so that its statistical uncertainty is cor-
related over 4–6 bins. These can lead to apparent struc-
tures in the cross sections over ranges of several bins.
The remaining uncertainties on the tracking efficiencies
and those due to interactions in the detector material (ra-
diative Bhabha background) are fully correlated over the
entire p∗ range, but are non-negligible only in the 6–10
lowest (highest) p∗ bins. Overall, the correlation coeffi-
cients for neighboring bins are 92–99% near the centers
of the measured ranges and 72–96% (15–73%) toward the
low-(high-)p∗ end. They are over 50% for bin separations
of 12 or fewer. The full correlation matrices are given in
the supplementary material [39].

VI. RESULTS AND INTERPRETATION

Our results for prompt and conventional hadrons are
listed in Tables I and II. Several other tables, including
breakdowns of the uncertainties and their correlations,
are available in the supplementary material [39]. In this
section, we compare the cross section results with previ-
ous measurements, models of hadronization, and predic-
tions of QCD. We also calculate average event multiplic-
ities, ratios of differential production cross sections, and
charged hadron fractions.

A. Cross Sections in e+e−→qq Events

We compare our results with previous measurements
from the ARGUS experiment [11] of differential π±, K±

and p/p production cross sections in e+e−→ qq events
at the slightly lower ECM =9.98 GeV. Figure 12 shows
their tabulated results for prompt particles, along with
ours, in terms of the scaled momentum xp = 2p∗/ECM,
over the range of their measurements. Total uncertain-
ties are shown for both data sets. Although our results
are far more precise statistically, the systematic uncer-
tainties are comparable and are correlated over signifi-
cant xp ranges in both cases. The ARGUS π± and K±

data extend to lower xp values, whereas ours extend up
to xp = 1, so that most of the relevant range is covered
between the two experiments.
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FIG. 12: Comparison of our differential cross sections for
prompt π± (top), K± (middle) and p/p (bottom) with previ-
ous results from ARGUS at

√
s=9.98 GeV. The error bars

represent combined statistical and systematic uncertainties.

For xp>0.1, the two data sets are consistent. As xp de-
creases, the ARGUS data fall systematically below ours,
as might be expected from a mass-driven scaling viola-
tion. The differences are consistent with those expected
by the hadronization models described in Sec. VIB. How-
ever, when the correlations between the systematic un-
certainties are taken into account, the significance of
these differences is only a few standard deviations for π±

and K±, and below 2σ for p/p. ARGUS also presents re-
sults including K0

S
and Λ decay products. A comparison

with our conventional results yields the same conclusions.

B. Comparison with Hadronization Models

In Fig. 13, we compare our cross sections for prompt
particles with the predictions of the three hadronization
models discussed in Sec. I. These models represent the
three different mechanisms for hadronization currently
available. In each case we use the default parameter

Typically these measurements need an excellent 
understanding of ones detector; not a low-hanging fruit :-)
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Future and past data to improve simulations

Essentially most tuning we did in the past, built upon internal data with the obvious drawbacks: 
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The latter are dominated by τ -pairs for π± and K±, and
by strange decays for p/p.
All of the systematic uncertainties have strong point-

to-point correlations. There is an overall normaliza-
tion uncertainty of 0.98% from the event selection and
part of the track-finding efficiency, which does not af-
fect the shape of any cross section. The uncertain-
ties due to most backgrounds, strange particle decays,
cos θ∗ distributions, and leptons are correlated over wide
ranges, and can have broad effects on the shape. Those
due to particle identification are correlated strongly over
short ranges, typically ±1–2 neighboring bins, and more
weakly over ±2–4 additional bins, and the simulation has
been smoothed so that its statistical uncertainty is cor-
related over 4–6 bins. These can lead to apparent struc-
tures in the cross sections over ranges of several bins.
The remaining uncertainties on the tracking efficiencies
and those due to interactions in the detector material (ra-
diative Bhabha background) are fully correlated over the
entire p∗ range, but are non-negligible only in the 6–10
lowest (highest) p∗ bins. Overall, the correlation coeffi-
cients for neighboring bins are 92–99% near the centers
of the measured ranges and 72–96% (15–73%) toward the
low-(high-)p∗ end. They are over 50% for bin separations
of 12 or fewer. The full correlation matrices are given in
the supplementary material [39].

VI. RESULTS AND INTERPRETATION

Our results for prompt and conventional hadrons are
listed in Tables I and II. Several other tables, including
breakdowns of the uncertainties and their correlations,
are available in the supplementary material [39]. In this
section, we compare the cross section results with previ-
ous measurements, models of hadronization, and predic-
tions of QCD. We also calculate average event multiplic-
ities, ratios of differential production cross sections, and
charged hadron fractions.

A. Cross Sections in e+e−→qq Events

We compare our results with previous measurements
from the ARGUS experiment [11] of differential π±, K±

and p/p production cross sections in e+e−→ qq events
at the slightly lower ECM =9.98 GeV. Figure 12 shows
their tabulated results for prompt particles, along with
ours, in terms of the scaled momentum xp = 2p∗/ECM,
over the range of their measurements. Total uncertain-
ties are shown for both data sets. Although our results
are far more precise statistically, the systematic uncer-
tainties are comparable and are correlated over signifi-
cant xp ranges in both cases. The ARGUS π± and K±

data extend to lower xp values, whereas ours extend up
to xp = 1, so that most of the relevant range is covered
between the two experiments.
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FIG. 12: Comparison of our differential cross sections for
prompt π± (top), K± (middle) and p/p (bottom) with previ-
ous results from ARGUS at

√
s=9.98 GeV. The error bars

represent combined statistical and systematic uncertainties.

For xp>0.1, the two data sets are consistent. As xp de-
creases, the ARGUS data fall systematically below ours,
as might be expected from a mass-driven scaling viola-
tion. The differences are consistent with those expected
by the hadronization models described in Sec. VIB. How-
ever, when the correlations between the systematic un-
certainties are taken into account, the significance of
these differences is only a few standard deviations for π±

and K±, and below 2σ for p/p. ARGUS also presents re-
sults including K0

S
and Λ decay products. A comparison

with our conventional results yields the same conclusions.

B. Comparison with Hadronization Models

In Fig. 13, we compare our cross sections for prompt
particles with the predictions of the three hadronization
models discussed in Sec. I. These models represent the
three different mechanisms for hadronization currently
available. In each case we use the default parameter
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events with the predictions of the UCLA (solid line), JET-
SET (dashed) and HERWIG (dotted) hadronization models.

JETSET produced improvements in the agreement with
data, and some experiments implemented global tun-
ing. We do not attempt to tune any of the models, but
we test some simple modifications of JETSET parame-
ters: changing the probability of producing a diquark-
antidiquark, rather than a qq, pair at each string break
modifies the amplitude of the simulated proton spectrum,
but does not change the shape; similarly, the probability
to produce an ss, rather than uu or dd, pair controls the
amplitude, but not the shape, of the kaon spectrum.
We test the scaling properties of the models by gener-

ating samples with each at various energies, comparing
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FIG. 14: Conventional π± (top), K± (middle) and p/p (bot-
tom) cross sections measured at three different CM energies,
compared with the predictions of the simulations described in
the text.
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D. Average Multiplicities, Ratios and Fractions

To estimate the average numbers of pions, kaons and
protons produced per event, we integrate the differential
cross sections over the measured p∗ range, and correct for
the unmeasured parts of the spectra. The integrals take
all systematic uncertainties and their correlations into
account, and are listed in the second column of Table V.
The uncertainties are dominated by the normalization
and fully correlated tracking systematics; there are also
substantial contributions to the conventional π± and p/p
results from the K0

S
and strange baryon cross sections.

From Fig. 15, it is clear that the coverage, i.e. the
fraction of the spectrum covered by our measurement,
is over 95% for K± and p/p. However, it is smaller for
π±, and in no case is it clear a priori how to account
for this reliably. We consider four estimates of our cov-
erage, one from each of the three hadronization models
and one from an ensemble of distorted Gaussian fits. We
consider fits over all ranges that include the ten highest-
ξ points and give an acceptable χ2 calculated from only
the bins above the peak plus the five bins just below the
peak. The average of these four coverage values is given
in the third column of Table V, with an uncertainty that
corresponds to their RMS deviation. The spread among
the fits is smaller than this, as are variations obtained by
running any simulation with different parameter values.
We divide each measured integral by the corresponding
coverage to obtain the average event multiplicity listed
in column four of Table V.
Previous results from CLEO at 10.49 GeV [33] and

ARGUS at 9.98 GeV are also listed in Table V, as are
the predictions of the three hadronization models. Our
prompt (conventional) π± rate is 7% (8%) and 2.0σ
(2.2σ) higher than the ARGUS rate. A difference of this
size is expected from the ECM difference. Our K± and
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FIG. 17: Prompt (top) and conventional (bottom) π±, K±,
and p/p fractions. The error bars are statistical only, and the
gray bands represent the systematic uncertainties, which are
strongly correlated from point to point. Also shown are the
predictions of the three hadronization models.

p/p rates are also slightly higher than the ARGUS rates.
The CLEO rates are substantially higher than ours, but
their uncertainties are large. With default parameter val-
ues, all three models give conventional π± rates close to
the ARGUS value and 8-9% below ours, even though the
simulations are run at our ECM. The models predict K±

rates that are slightly too high, and widely varying p/p
rates, none of which is consistent with the data. The
total charged hadron rates from ARGUS and CLEO are
among the main inputs to the tuning of these models.
From our cross sections we can derive production ra-

tios for pairs of hadrons, in which many of the systematic
uncertainties cancel at least partly. The remaining uncer-
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Figure 2: Illustration of the Lund symmetric fragmentation function (normalized to unity), for ai =
aj ⌘ a. Left: variation of the a parameter, from 0.1 (blue) to 0.9 (red), with fixed b. Right: variation
of the b parameter, from 0.5 (red) to 2 (blue) GeV�2, with fixed a.

illustration of the effect of varying the a and b parameters, for ai = aj ⌘ a, is given in fig. 2; see also
the lecture notes in [37]. Note that the �? parameter also affects the hardness, with larger �? values
generating harder hadrons, the difference being that the �? parameter acts mainly in the direction
transverse to the string5 (and is an absolute scale expressed in GeV), while the a and b parameters act
longitudinally (with z a relative scale expressed as a fraction of the endpoint’s energy).

In the context of this work, we included the possibility of letting the a parameter for strange
quarks be slightly different from that of u and d quarks, but did not find any significant advantages.
The relevant parameters in the code we settled on for the Monash tune are:

StringZ:aLund = 0.68
StringZ:bLund = 0.98
StringZ:aExtraDiquark = 0.97
StringZ:aExtraSquark = 0.00

The average hardness of the produced hadrons is tightly (anti-)correlated with the average multi-
plicity, via momentum conservation: if each hadron takes a lot of energy, then fewer hadrons must be
made, and vice versa. Thus, the �? value and the a and b parameters of the fragmentation function
can be well constrained by simultaneously considering both momentum and multiplicity spectra. In
order to be as universal as possible, one normally uses the inclusive charged-particle spectra for this
purpose. These are shown in fig. 3. (Note: the Fischer tune only included the average particle mul-
tiplicity as a constraint, so the full nch distribution is not expected to be reproduced perfectly [30].)
The momentum fraction in the right-hand plot is defined by:

xp =
2|p|

Ecm
. (4)

As above, the experimental data come from a measurement by L3 [26] which only includes the four
lightest flavours, thus excluding b quarks (which will be treated separately below).

Both of the earlier tunes exhibit a somewhat too broad multiplicity distribution in comparison
with the L3 data. The relatively large Lund a and b values used for the Monash tune, combined with

5Explicitly, �? expresses the p? broadening transverse to the string direction, but implicitly its size also enters in
the logitudinal fragmentation function, via the m2

? term in eq. (3), causing higher-p? hadrons to have relatively harder
longitudinal spectra as well.
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Another example: Belle data
PoS(EPS-HEP2015)456

Fragmentation functions at Belle Marko Bračko

Figure 3: Preliminary cross sections for various hadron pairs as a function of the diagonal z1,z2 bins
compared to various PYTHIA tunes.
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Currently main focus at Belle II lies in understanding the detector and beam backgrounds; but 
eventually we will need to also focus on tuning aspects to achieve the precision we aim for. 

Some of these results are in HEPData, but more 
work likely needed. 

z1/2 = xp

https://pos.sissa.it/234/456/pdf
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Continuum Simulation at Belle II 

Physics meeting, 29.04.2016

Proposed generation chain

4

Ami Rostomyan    //    B2GM 22.06.2015

Continuum production: ISR and FSR
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Some more inclusive distributions
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# 32

Beam backgrounds

Synchrotron Radiation

Injection Background

Touschek Scattering

Beam-gas

Radiative Bhabha

Two photon process

Use simulated but also recorded beam backgrounds (from random triggered events) and overlay 
them with simulated events. 


