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Far Detector Operations

Major Downtimes:
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* Unplanned Downtimes: 15 hours
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Near Detector Operations

Major Downtimes:
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Summer Work

* Hard at work getting ready for beam:
» Major push to upgrade DAQ cluster from SL6 =— SL7

 Currently trying to get existing code/binaries to run on
SL7

* Working directly with Scientific Computing to perform
upgrades

* Recently got a run going with a few SL7 nodes in place

» Backup plan is to run using SL6 containers on SL7
nodes
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Checklist Shift Running

* We are currently running in
“checklist” shift mode Downtime duration

» Shifters perform all duties from a e
safe location on their own 1 D normal SidDer 5655
hardware 12 | —h 1d_cheoist ]

checklist Entries 53

» Experts are contacted to directly 10 SdDev 5048
address any Operations-related . Overfiow 1
ISSues

» So far, downtimes during the
checklist shift era are very similar tc
our normal running conditions R |
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* Relies on increased use of Downtim duration [min]
automated alerts (texts and
emails) for shifters

i Uof
@ ISJCW @ 5

N O~

AN

»
ollllIII|III|III|IIIIII|II|III

\®)

T
—
—

N
o
HAN
o



Checklist Shift Running

» We are asking for a temporary modification to the shift protocol to allow NOvA (the
primary NuMI user) to take beam with checklist shifts

* \We do not yet know whether regular shifts will be possible starting in November
» Still several unknowns in regards to ROC access in the coming months
» Access to most ROCs is currently restricted and may remain so during the next few
months
» Our readiness to resume regular shifts will depend on the availability of the ROCs
and safety of shifters.
» Checklist shifts may be the only way to safely take beam

* Question to be addressed for checklist shifts:
* Do we have the optimal frequency of checklists?
» Can we improve automatic expert contacts?
* How do we manage communications between MCR and shifters?
 AD/Ops concerns?
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Computing Update

» Between July 6 (last PMG
update) - Aug 3, 2020 : NOVAran |EEEEgEEzs
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» ~114K jobs in this period were . Running Jobs
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« Prod 5.1 will last from Aug 2020
~ Spring 2021
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Test Beam Update et o

* Work during the shutdown is focusing mostly on improving © olanes
our understanding of the MCenter beam and finding
improvements in the running conditions.

A characteristic feature of the beamline is a highly localized,
off-axis ‘plume’ hitting the upper-West part of the detector. 1

* Has limited data taking rate and impacts data quality. N RN

* Previously unable to be reproduced in simulation so ——— s
potential improvements were hard to study. beam profile i I

» A concerted effort from the External Beams Group (AD) at detector
alongside NOVA Test Beam has led to a much improved
simulation, including all relevant material and a full
modeling of all the magnetic fields.

» Qualitatively describes the plume characteristics well.

* [n the process of using this to understand and
Implement changes to improve the beam quality
before the end of shut-down.
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