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Introduction

• Precision Higgs coupling 
measurements are a key pillar 
of the HL-LHC physics 
programme 

• BSM physics can manifest as 
percent-level deviations 

• Most results shown today 
from HL/HE-LHC Physics 
Workshop (2019) 
- Extensive studies of the HL-LHC 

physics potential based on 
latest understanding of the 
upgraded detectors, 
experimental techniques and 
theoretical developments
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1.2 Coupling Measurements 9

fermions, such as top partners, and colored scalars can contribute to H ! gg and H ! ��, while electrically
charged scalars and heavy leptons can contribute to H ! ��. Below we examine some representative models,
in order to get a feel for the size of the possible e↵ects.

In Little Higgs models with T parity, the couplings scale with the top partner mass, MT , and assuming the
Higgs couplings to Standard Model particles are not changed, the loop induced couplings are [32],
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In this scenario the production rate from gluon fusion is suppressed, while the width into �� in increased.
Adding a vector-like SU(2) doublet of heavy leptons does not change the gg ! H production rate, but can
give an enhancement in � of order ⇠ 20%, although large Yukawa couplings are required [33].

Colored scalars, such as the stop particle in the MSSM, also contribute to both g and � . If we consider
two charge- 2

3
scalars as in the MSSM, then for a stop squark much heavier than the Higgs boson [32],
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(for Xt = 0), (1.8)

where again �� ' �0.28�g. Here Xt =| At �µ cot� | is the stop mixing parameter. If Xt = 0, the Higgs
couplings to gluons is always increased and the coupling to photons decreased. If the stops are light, and
the mixing is small, large enhancements are possible. In the MSSM, there are other loop contributions to
the H�� and Hgg couplings which have been extensively studied. Enhancements in the H ! �� coupling
can be obtained with light staus and large mixing, with e↵ects on the order of ⇠ 25% [34].

In Table 1-8, we summarize the generic size of coupling modifications when the scale of new physics is
consistently taken to be M ⇠ 1 TeV.

Table 1-8. Generic size of Higgs coupling modifications from the Standard Model values when all new

particles are M ⇠ 1 TeV and mixing angles satisfy precision electroweak fits. The Decoupling MSSM

numbers assume tan� = 3.2 and a stop mass of 1 TeV with Xt = 0 for the � prediction.

Model V b �

Singlet Mixing ⇠ 6% ⇠ 6% ⇠ 6%

2HDM ⇠ 1% ⇠ 10% ⇠ 1%

Decoupling MSSM ⇠ �0.0013% ⇠ 1.6% ⇠ �.4%

Composite ⇠ �3% ⇠ �(3� 9)% ⇠ �9%

Top Partner ⇠ �2% ⇠ �2% ⇠ +1%

1.2.3 Theory Uncertainties on LHC Higgs Production

The uncertainty on Higgs production has been studied by the LHC Higgs cross section working group for the
various channels and is summarized in Table 1-9 [35]. These uncertainties must be included in extractions of
the scale factors i from LHC data. The error includes factorization/renormalization scale uncertainty and
the correlated uncertainty from ↵s and the PDF choice, which are added linearly. The scale uncertainty on
the gluon fusion rate is ⇠ ±10%, which can potentially be significantly reduced with the inclusion of recent
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HL-LHC upgrade

• Nominal HL-LHC scenario: 
- L = 5 x 1034 cm-2s-1 ⇒ 300 fb-1 / year ⇒ 3000 fb-1 total, <PU> = 140 

• Ultimate scenario: 
- L = 7.5 x 1034 cm-2s-1 ⇒ 400 fb-1 / year ⇒ 4000 fb-1 total, <PU> = 200 

• HL-LHC is a Higgs factory: 
- 170M Higgs bosons 
- 120k HH pairs

3
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Detector upgrades
• Comprehensive upgrade programme to prepare for HL-LHC conditions:

4

Trigger / HLT / DAQ 
Track information at L1 

HLT output: 7.5 kHz

Tracking up to |η| = 4 New high-
granularity 

endcap 
calorimeters

Muon system 
extension to |η| = 2.9

New MIP timing detector 
30 ps time-of-flight resolution

CMS

ATLAS

Muon system upgrade 
- new chambers & 
improved trigger

New inner tracker, 
up to |η| = 4

Trigger / DAQ 
HLT output: 10 kHz

Upgraded calo. 
electronics

High granularity timing 
detector
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Physics studies for HL-LHC

• Many measurements will be systematics limited, approaches used: 

• (1) Projection of existing analyses - based on the Run 2 analysis statistical model 
- Used for the majority of the following results 

- Generally assumes Run 2 performance (efficiencies, resolutions...) maintained 

• (2) Analysis based on new simulation - often with fast techniques, e.g. Delphes

5
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Projection scenarios

• Results given under two assumptions 
- S1 : Current uncertainties remain unchanged 
- S2 : Theoretical uncertainties scaled down by a factor 1/2,  experimental uncertainties 

reduced with integrated luminosity until expected minimum uncertainty reached 

• Common treatment for ATLAS & CMS:

6

Source Component Run 2 uncertainty Projection minimum uncertainty

Muon ID 1–2% 0.5%

Electron ID 1–2% 0.5%

Photon ID 0.5–2% 0.25–1%

Hadronic tau ID 6% 2.5%

Jet energy scale Absolute 0.5% 0.1–0.2%

Relative 0.1–3% 0.1–0.5%

Pileup 0–2% Same as Run 2

Method and sample 0.5–5% No limit

Jet flavour 1.5% 0.75%

Time stability 0.2% No limit

Jet energy res. Varies with pT and h Half of Run 2

MET scale Varies with analysis selection Half of Run 2

b-Tagging b-/c-jets (syst.) Varies with pT and h Same as Run 2

light mis-tag (syst.) Varies with pT and h Same as Run 2

b-/c-jets (stat.) Varies with pT and h No limit

light mis-tag (stat.) Varies with pT and h No limit

Integrated lumi. 2.5% 1%
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Example: ttH(→bb)
• Important channel for top Yukawa coupling, but 

challenging: 
- Good b-jet energy resolution required 

- High jet & b-jet multiplicity ⇒ categorisation improves S/B 

- Main systematics from modelling of tt+HF with simulation 

• High-level analysis techniques (BDT, DNN, MEM) exploited

7

)-1Integrated luminosity (fb
210 310

ttH
bb

µ
Ex

pe
ct

ed
 u

nc
er

ta
in

ty
 o

n 

0

0.05
0.1

0.15

0.2
0.25

0.3
0.35
0.4

0.45
0.5

Total
Stat
SigTh
BkgTh

+HF XSt  add. t
Exp
  Luminosity
  B tagging
  JES

syst. uncert. (S1)
w/ Run 2

 = 13 TeVs CMS Projection

)-1Integrated luminosity (fb
210 310

ttH
bb

µ
Ex

pe
ct

ed
 u

nc
er

ta
in

ty
 o

n 

0

0.05
0.1

0.15

0.2
0.25

0.3
0.35
0.4

0.45
0.5

Total
Stat
SigTh
BkgTh

+HF XSt  add. t
Exp
  Luminosity
  B tagging
  JES

syst. uncert. (S2)
w/ YR18

 = 13 TeVs CMS Projection

Fig. 19: Expected uncertainties on the ttH signal strength in the H ! bb channel as a function of the
integrated luminosity under the S1 (left) and S2 (right) scenarios at CMS. Shown are the total uncertainty
(black) and contributions of different groups of uncertainties. Results with 35.9 fb�1 are intended for
comparison with the projections to higher luminosities and differ in parts from [166] for consistency
with the projected results: uncertainties due to the limited number of MC events have been omitted and
the assumptions in S1/S2 on the theory uncertainties are applied.
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Fig. 20: Ranking of the ten most significant systematics uncertainties under S2 in the single lepton (a)
and di-lepton (b) final states at ATLAS listed in accordance to their post-fit impact on the ttH cross
section.
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CMS uncertainty evolution

ATLAS impacts @ 3000 fb-1

17
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Figure 7: Final discriminant shapes in the single-lepton (SL) channel after the fit to data: DNN
discriminant in the jet-process categories with �6 jets-ttH (upper left); 5 jets-tt+bb (upper right);
4 jets-tt+lf (lower left); and �6 jets-tt+cc (lower right). The hatched uncertainty bands include
the total uncertainty after the fit to data. The distributions observed in data (markers) are
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lower plots show the ratio of the data to the post-fit background plus signal distribution.

10-20% precision on 
σ(ttH→bb) 

achievable in each 
experiment

• tt+HF cross section 
uncertainties  
expected to reduce by 
factor 2-3
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Combination: production & decay rates

• NB: in these projections the inclusive SM theory uncertainties are not included 
- "Theory" = signal acceptance + all background theory

8
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Fig. 28: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic
uncertainties) on the per-production-mode cross sections normalised to the SM predictions for ATLAS
(blue) and CMS (red). The filled coloured box corresponds to the statistical and experimental systematic
uncertainties, while the hatched grey area represent the additional contribution to the total uncertainty due
to theoretical systematic uncertainties. (right) Summary plot showing the total expected ±1� uncertain-
ties in S2 (with YR18 systematic uncertainties) on the per-production-mode cross sections normalised to
the SM predictions for the combination of ATLAS and CMS extrapolations. For each measurement, the
total uncertainty is indicated by a grey box while the statistical, experimental and theory uncertainties are
indicated by a blue, green and red line respectively. In addition, the numerical values are also reported.

bined ATLAS-CMS extrapolation range from 2 � 4%, with the exception of that on Bµµ at 8% and
on BZ� at 19%. The numerical values in both S1 and S2 for ATLAS and CMS are given in Table 35
where the the breakdown of the uncertainty into four components is provided. In projections of both
experiments, the S1 uncertainties are up to a factor of 1.5 larger than those in S2, reflecting the larger
systematic component. The systematic uncertainties generally dominate in both S1 and S2. In S2 the
signal theory uncertainty is the largest, or joint-largest, component for all parameters except BRµµ and
BZ� , which remain limited by statistics due to the small branching fractions.

The correlations range up to 40%, and are largest between modes where the sensitivity is domi-
nated by gluon-fusion production. This reflects the impact of the theory uncertainties affecting the SM
prediction of the gluon-fusion production rate.

2.7 Kappa interpretation of the combined Higgs boson measurement projections23

2.7.1 Interpretations and results for HL-LHC
In this section combination results are given for a parametrisation based on the coupling modifier, or
-framework [42]. A set of coupling modifiers, ~, is introduced to parametrise potential deviations from
the SM predictions of the Higgs boson couplings to SM bosons and fermions. For a given production
process or decay mode j, a coupling modifier j is defined such that,

2
j = �j/�SM

j or 2
j = �

j/�
j
SM. (6)

23 Contacts: R. Di Nardo, A. Gilbert, H. Yang, N. Berger, D. Du, M. Dührssen, A. Gilbert, R. Gugel, L. Ma B. Murray, P.
Milenovic
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Fig. 29: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 system-
atic uncertainties) on the per-decay-mode branching ratios normalised to the SM predictions for ATLAS
(blue) and CMS (red). The filled coloured box corresponds to the statistical and experimental systematic
uncertainties, while the hatched grey area represent the additional contribution to the total uncertainty
due to theoretical systematic uncertainties. (right) Summary plot showing the total expected ±1� uncer-
tainties in S2 (with YR18 systematic uncertainties) on the per-decay-mode branching ratios normalised
to the SM predictions for the combination of ATLAS and CMS extrapolations. For each measurement,
the total uncertainty is indicated by a grey box while the statistical, experimental and theory uncertain-
ties are indicated by a blue, green and red line respectively. In addition, the numerical values are also
reported.

In the SM, all j values are positive and equal to unity. Six coupling modifiers corresponding to
the tree-level Higgs boson couplings are defined: W, Z, t , b, t and µ . In addition, the effective
coupling modifiers g, g and Zg are introduced to describe ggH production, H ! g g decay and
H ! Zg decay loop processes. The total width of the Higgs boson, relative to the SM prediction, varies
with the coupling modifiers as �H/�

SM
H =

P
j B

j
SM2

j/(1 � BBSM), where B
j
SM is the SM branching

fraction for the H ! jj channel and BBSM is the Higgs boson branching fraction to BSM final states. In
the results for the j parameters presented here BBSM is fixed to zero and only decays to SM particles
are allowed. Projections are also given for the upper limit on BBSM when this restriction is relaxed, in
which an additional constraint that |V| < 1 is imposed. A constraint on �H/�

SM
H is also obtained in

this model by treating it as a free parameter in place of one of the other  parameters.
The expected uncertainties for the coupling modifier parametrisation for ATLAS, CMS [125, 138]

and their combination for scenario S2 are summarised in Figure 30. The numerical values in both S1 and
S2 for ATLAS and CMS are provided in Table 36. For the combined measurement in S2, the uncertainty
components contribute at a similar level for g , W, Z and t . The signal theory remains the main
component for t and g, while µ and Zg are limited by statistics.

The expected 1� uncertainty on BBSM, for the parametrisation with BBSM � 0 and |V|  1, is
0.033 (0.049) in S1 and 0.027 (0.032) in S2 for CMS (ATLAS), where in the latter case the statistical
uncertainty is the largest component. The expected uncertainty for the ATLAS-CMS combination on
BBSM is 0.025 in S2. The uncertainty on �H/�

SM
H , determined for CMS only, is 0.05 (0.04) in S1 (S2).

The correlation coefficients between the coupling modifiers are in general larger compared to the

65

• ATLAS+CMS combination assumes experimental uncertainties uncorrelated, 
theory uncertainties 100% correlated CERN-LPCC-2018-04
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10

on GH/GSM
H is 0.05 in S1 and 0.04 in S2, equivalent to 0.16 and 0.21 MeV respectively, assuming

the SM width of 4.1 MeV. The main contribution is the statistical uncertainty, followed by the
experimental one.
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Figure 5: Summary plot showing the total expected ±1s uncertainties in S1 (with Run 2 sys-
tematic uncertainties [30]) and S2 (with YR18 systematic uncertainties) on the coupling mod-
ifier parameters for 300 fb�1 (left) and 3000 fb�1 (right). The statistical-only component of the
uncertainty is also shown.

Figure 6 gives the correlation coefficients for the coupling modifiers for S2 at 300 fb�1 and
3000 fb�1. In contrast to the per-decay signal strength correlations in Fig. 2 the correlations
here are larger, up to +0.74. One reason for this is that the normalisation of any signal process
depends on the total width of the Higgs boson, which in turn depends on the values of the other
coupling modifiers. The largest correlations involve kb, as this gives the largest contribution to
the total width in the SM. Therefore improving the measurement of the H ! bb process will
improve the sensitivity of many of the other coupling modifiers at the HL-LHC.

Projections have also been determined for an alternative parametrisation, based on ratios of
the coupling modifiers (lij = ki/kj). A reference combined coupling modifier is defined which
scales the yield of a specific production and decay process. This is chosen to be kgZ = kgkZ/kH,
where kH = Âj Bj

SMk2
j
. The results of this projection are given in Appendix B.

3.2 ttH production with H ! bb

This section focuses on the analysis targeting ttH production with the H ! bb decay channel
and the single- and dilepton decay channels of the tt system using 35.9 fb�1 of data collected atp

s = 13 TeV [27]. In order to identify the signal against the background of tt+jets production,
the analysis relies on dedicated multivariate techniques, including boosted decision trees and
deep neural networks, that combine the information of several discriminating variables. The
output of a matrix element method is also utilised. An excess of events above the background-
only hypothesis with an observed (expected) significance of 1.6 (2.2) standard deviations is

Higgs couplings
• Coupling modifier projections in the κ-framework 

• ggH and H→γγ loops treated with effective 
modifiers κg and κγ
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Uncertainty Uncertainty
Parameter Best fit Stat. Syst. Parameter Best fit Stat. Syst.

µZZ
ggH

1.07 +0.20
�0.18

+0.17
�0.15

+0.11
�0.09 BRbb/BRZZ 0.84 +0.38

�0.27
+0.27
�0.21

+0.26
�0.17

(+0.19
�0.17) (+0.15

�0.14) (+0.11
�0.09) (+0.56

�0.37) (+0.39
�0.28) (+0.41

�0.25)

µVBF/µggH
0.61 +0.30

�0.24
+0.24
�0.21

+0.17
�0.13 BRtt/BRZZ 1.07 +0.37

�0.30
+0.25
�0.21

+0.27
�0.21

(+0.40
�0.32) (+0.31

�0.27) (+0.24
�0.18) (+0.35

�0.28) (+0.25
�0.20) (+0.25

�0.19)

µWH/µggH
2.19 +0.86

�0.70
+0.68
�0.57

+0.52
�0.40 BRWW/BRZZ 1.23 +0.27

�0.22
+0.22
�0.18

+0.16
�0.13

(+0.66
�0.53) (+0.53

�0.44) (+0.39
�0.29) (+0.24

�0.19) (+0.19
�0.16) (+0.14

�0.11)

µZH/µggH
0.88 +0.57

�0.45
+0.49
�0.41

+0.30
�0.18 BRgg/BRZZ 1.14 +0.27

�0.20
+0.23
�0.18

+0.14
�0.09

(+0.68
�0.47) (+0.53

�0.41) (+0.43
�0.23) (+0.23

�0.18) (+0.20
�0.16) (+0.11

�0.08)

µttH/µggH
1.06 +0.33

�0.27
+0.20
�0.18

+0.27
�0.20 -

(+0.36
�0.30) (+0.23

�0.21) (+0.27
�0.21)

Table 5: Best-fit values and ±1s uncertainties for the parameters of the cross section and
branching fraction ratio model. The expected uncertainties are given in brackets.

• sH+V(qq): Associated production with a Z or W boson, either quark or gluon initi-
ated, in which the vector boson decays hadronically

• sH+Z(``/nn): Associated production with a Z boson, in which the Z decays lepton-
ically. While Ref. [32] proposes separate bins for the quark- and gluon-initiated
modes, they are merged here because they not easily distinguished experimentally,
and therefore, their measurements would be highly anti-correlated.

• sH+W(`n): Associated production with a W boson, in which the W decays leptonically
• sttH+tH: Associated production with a pair of top quarks or a single top quark. While

Ref. [32] proposes separate bins for these modes, they are merged here due to the
lack of a dedicated analysis targeting tH production in this combination.

In addition to the cross sections, the Higgs boson branching ratios are also included as POIs
via ratios with respect to BRZZ. A summary of the results in this model, normalized to the
expected SM cross sections, are given in Figure 8, and numerical values in Table 6. Since cross
sections are measured and not signal strength modifiers, the theoretical uncertainties in these
cross sections do not enter as uncertainty sources. In Figure 8, the uncertainties on the SM
predictions are indicated by a grey band.

7 Measurements of the Higgs boson’s couplings

In the k-framework [77], coupling modifiers are introduced in order to test for deviations in
the couplings of the Higgs boson to other particles. In this framework, the cross section times
branching ratio for a production process i and decay f is expressed as,

si · BR f =
si(~k) · Gf (~k)

GH
, (5)

where GH is the total width of the Higgs boson and Gf is the partial width of the Higgs boson
decay to the final state f . A set of coupling modifiers,~k, is introduced to parameterize potential
deviations from the SM predictions of the Higgs boson couplings to SM bosons and fermions.

26 7 Measurements of the Higgs boson’s couplings

M
200 210 220 230 240 250 260

∈

0.1−

0.05−

0

0.05

0.1

 regionσ1  regionσ2 Best fit SM expected

 (13 TeV)-135.9 fbCMS Preliminary

vV
m V

κ
 o

r 
vF

m F
κ

4−10

3−10

2−10

1−10

1
W

t
Z

b

µ

τ

SM Higgs boson
] fitε[M, 

σ 1±

σ 2±

 (13 TeV)-135.9 fbCMSPreliminary

Particle mass [GeV]
1−10 1 10 210R

at
io

 to
 S

M

0
0.5

1
1.5

Figure 10: Left: Likelihood scan in the M-e plane. The best-fit point and, 1s, 2s CL regions are
shown, along with the SM prediction. Right: Result of the phenomenological M, e fit overlayed
with the resolved k-framework model.

7.2 Generic model within k framework with effective loops

The results of the fits to the generic k model where the ggH and H ! gg loops are scaled
using the effective couplings kg and kg are given in Figure 11 and Table 9. Two different model
assumptions are made concerning the BSM branching fraction. In the first parametrization it
is assumed that BRBSM = 0, whereas in the second, BRinv. and BRundet. are allowed to vary as
POIs, and instead the constraint |kW|, |kZ|  1 is imposed. The parameter BRundet. represents
the total branching ratio to any final state which is not detected by the channels included in
this combined analysis. The likelihood scan for the BRinv. parameter in this model, and the 2D
likelihood scan of BRinv. vs BRundet. are given in Figure 12. The 68% and 95% CL regions for the
right panel in Figure 12 are determined as the regions for which q(BRundet.,BRinv. ) < 2.28 and
q(BRundet.,BRinv. ) < 5.99, respectively. A 95% CL upper limit of BRinv. < 0.22 is determined,
corresponding to the value for which q < 3.84 [75]. The uncertainty on the measurement of
kt is reduced by nearly 40% compared to Ref. [30]. This improvement is due to the improved
sensitivity to the ttH production mode as described in Section 6.

Accounting for the additional contribution from BSM decays, the total width of the Higgs bo-
son, relative to its SM value can be written as,

GH

GSM
H

=
k2

H
1 � (BRundet. + BRinv.)

(7)

Using Equation 7, this model is also reinterpreted as a constraint on the total Higgs boson
width, and the corresponding likelihood scan is shown in Figure 13.

An additional fit is performed assuming the only BSM contributions to the Higgs couplings
appear in the the loop-induced processes ggH and H ! gg. In this fit, kg and kg are the POIs,
BRinv. and BRundet. are freely floated, and the other couplings are fixed to their SM predictions.
The best-fit point and 1s, 2s CL regions in the kg � kg plane for this model are shown in Fig-
ure 14.

BRundet = BRinv = 0 here

⇒

where

Experimental uncertainties 
reduced with additional data and 

improved calibrations

CMS-PAS-FTR-18-011
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Fig. 30: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic
uncertainties) on the coupling modifier parameters for ATLAS (blue) and CMS (red). The filled coloured
box corresponds to the statistical and experimental systematic uncertainties, while the hatched grey area
represent the additional contribution to the total uncertainty due to theoretical systematic uncertainties.
(right) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic uncer-
tainties) on the coupling modifier parameters for the combination of ATLAS and CMS extrapolations.
For each measurement, the total uncertainty is indicated by a grey box while the statistical, experimental
and theory uncertainties are indicated by a blue, green and red line respectively.

a simple scaling of the cross sections and luminosities is applied, which is a fair assessment with the
current systematic uncertainties and assuming that the experimental performance and systematic uncer-
tainties are unchanged with respect to the current LHC experiments. Two scenarios are then assumed
for the theoretical and modelling systematic uncertainties on the signal and backgrounds. The first (S2)
is the foreseen baseline scenario at HL-LHC, and the second (S20) is a scenario where theoretical and
modelling systematic uncertainties are halved, which in many cases would correspond to uncertainties
roughly four times smaller than for current Run 2 analyses. It should be noted that HL-LHC measure-
ments, whose precision is limited by systematic uncertainties, would also improve for S2’. The results
of these projections are reported in Table 38.

2.8 Higgs couplings precision overview in the Kappa-framework and the nonlinear EFT24

After the discovery of the Higgs boson at the LHC, the first exploration of the couplings of the new
particle at Run I and Run II has achieved an overall precision at the level of ten percent. One of the main
goals of Higgs studies at the HL-LHC or HE-LHC will be to push the sensitivity to deviations in the
Higgs couplings close to the percent level.

In this section we study the projected precision that would be possible at such high luminosity
and high energy extensions of the LHC from a global fit to modifications of the different single-Higgs
couplings. Other important goals of the Higgs physics program at the HL/HE-LHC, such as extend-
ing/complementing the studies of the total rates with the information from differential distributions, or
getting access to the Higgs trilinear coupling, will be covered in other parts of this document.

In order to study single-Higgs couplings, we introduce a parametrisation, the nonlinear EFT, that
24 Contacts: J. de Blas, O. Catà, O. Eberhardt, C. Krause

67

Higgs couplings

• CMS + ATLAS combination: most 
couplings measured with 2-4% 
precision for scenario 2 

• NB: unlike σ and BR projections the  
inclusive signal uncertainties are 
included here and tend to 
dominate 

• Impact of some uncertainties can 
be reduced by measuring ratios of 
couplings: λxy = κx/κy where 
uncertainties cancel (see backup)

10

κμ and κZγ still 
statistically 

limited
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Charm Yukawa coupling

• BR(H→cc) ~ 2.9%, but suffers from large 
background 

• Direct searches from ATLAS & CMS: 
- ATLAS: μZH(cc) < 110 x SM @ 95% CL 

- CMS:  μVH(cc) < 70 x SM @ 95% CL 

• Projection of ATLAS result to 3000 fb-1 
gives expected limit: μZH(cc) < 6.3 x SM @ 
95% (stat. only) 
- Systematics expected to increase limit by 36% 

• Will benefit from future improvement in c-
tagging techniques 

• VH(bb/cc) also studied in LHCb, projection 
[*] gives μcc limit of ~ 50 x SM, but with 
detector upgrades can reach 5-10 x SM 
level

11

arXiv:1802.04329, ATL-PHYS-PUB-2018-016
CMS-PAS-HIG-18-031

[*] LHCb-CONF-2016-006
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A note of caution

• These projections are predictions of future improvement to measurements we 
have already made, but new measurements will go beyond this 

• ⇒ Current projections are not the final word on HL-LHC physics reach 

• For example, in going from inclusive σ x BR measurement to simplified template 
cross sections can use distributions to constrain EFT coefficients
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Parameter normalized to SM value
10− 5− 0 5 10 15

0.5−

26

Total Stat.
Syst. SM

ATLAS
-1 = 13 TeV, 36.1 - 79.8 fbs

| < 2.5
H

y = 125.09 GeV, |Hm
 = 89%

SM
p

ZZ*B × H→gg

ZZ*B × Hqq→qq

ZZ*B × νHl→qq

ZZ*B × Hll→gg/qq

ZZ*B ×) H + tHtt(

           Total    Stat.    Syst.

0-jet )0.08−
0.09+ ,  0.15−

0.16+   (0.17−
0.18+  1.29  

 < 60 GeVH
T

p1-jet, )0.22−
0.23+ ,  0.35−

0.37+   (0.41−
0.43+  0.57  

 < 120 GeVH
T

p ≤1-jet, 60 )0.15−
0.18+ ,  0.31−

0.33+   (0.34−
0.38+  0.87  

 < 200 GeVH
T

p ≤1-jet, 120 )0.30−
0.39+ ,  0.65−

0.71+   (0.72−
0.81+  1.30  

 < 200 GeVH
T

p 2-jet, ≥ )0.26−
0.32+ ,  0.44−

0.46+   (0.51−
0.56+  1.11  

 200 GeV≥ H
T

p 1-jet, ≥ )0.32−
0.43+ ,  0.64−

0.73+   (0.72−
0.84+  2.05  

VBF topo + Rest )0.21−
0.27+ ,  0.32−

0.36+   (0.38−
0.45+  1.57  

 topoVH )0.24−
0.32+ ,  1.11−

1.31+   (1.13−
1.35+ -0.12  

 200 GeV≥ j
T

p )0.72−
0.69+ ,  1.29−

1.34+   (1.48−
1.51+ -0.95  

 < 250 GeV
T
Vp )0.55−

0.71+ ,  0.85−
1.02+   (1.01−

1.24+  2.28  
 250 GeV≥ 

T
Vp )0.66−

1.81+ ,  1.00−
1.44+   (1.19−

2.32+  1.91  

 < 150 GeV
T
Vp )1.22−

0.76+ ,  0.98−
1.01+   (1.57−

1.26+  0.85  
 < 250 GeV

T
Vp ≤150 )0.70−

0.79+ ,  0.90−
1.02+   (1.13−

1.29+  0.86  
 250 GeV≥ 

T
Vp )0.71−

2.38+ ,  1.33−
1.87+   (1.50−

3.03+  2.92  

)0.19−
0.24+ ,  0.27−

0.30+   (0.33−
0.39+  1.44  

0.5− 0 0.5 1 1.5 2 2.5 3 3.5 40.5−

5

           Total    Stat.     Syst.

ZZ*/BγγB )0.06−
0.07+ ,  0.11−

0.12+   (0.12−
0.14+  0.86  

ZZ*/BbbB )0.22−
0.27+ ,  0.18−

0.22+   (0.28−
0.35+  0.63  

ZZ*/BWW*B )0.11−
0.12+ ,  0.11−

0.13+   (0.16−
0.18+  0.86  

ZZ*/BττB )0.14−
0.19+ ,  0.19−

0.22+   (0.24−
0.29+  0.87  

Table 3: The leading SM-EFT interference terms for each gg ! H, qq ! Hqq, and
ttH cross section region for stage 1 of reference [3] relative to the SM (�i/�

SM

i
), at

leading order in the SM EFT in the SILH basis. The equations are derived with the
Madgraph generator and include showering with Pythia for determining the kinematic
regions. For simplicity we only list Wilson coe�cients whose pre-factor is > 0.1% times
that of the leading pre-factor. Equations without this requirement will be available on
the WG2 twiki.

Cross-section region
P

i
Aici

gg ! H (0-jet)
56c

0
ggg ! H (1-jet, p

H

T
< 60 GeV)

gg ! H (1-jet, 60  p
H

T
< 120 GeV)

gg ! H (1-jet, 120  p
H

T
< 200 GeV) 56c

0
g + 18c3G + 11c2G

gg ! H (1-jet, p
H

T
� 200 GeV) 56c

0
g + 52c3G + 34c2G

gg ! H (� 2-jet, p
H

T
< 60 GeV) 56c

0
g

gg ! H (� 2-jet, 60  p
H

T
< 120 GeV) 56c

0
g + 8c3G + 7c2G

gg ! H (� 2-jet, 120  p
H

T
< 200 GeV) 56c

0
g + 23c3G + 18c2G

gg ! H (� 2-jet, p
H

T
� 200 GeV) 56c

0
g + 90c3G + 68c2G

gg ! H (� 2-jet VBF-like, p
j3
T

< 25 GeV) 56c
0
g

gg ! H (� 2-jet VBF-like, p
j3
T
� 25 GeV) 56c

0
g + 9c3G + 8c2G

qq ! Hqq (VBF-like, p
j3
T

< 25 GeV) �1.0cH� 1.0cT + 1.3cWW� 0.023cB� 4.3cHW
�0.29cHB + 0.092cHQ� 5.3cpHQ� 0.33cHu + 0.12cHd

qq ! Hqq (VBF-like, p
j3
T
� 25 GeV) �1.0cH� 1.1cT + 1.2cWW� 0.027cB� 5.8cHW

�0.41cHB + 0.13cHQ� 6.9cpHQ� 0.45cHu + 0.15cHd
qq ! Hqq (pj

T
� 200 GeV) �1.0cH� 0.95cT + 1.5cWW� 0.025cB� 3.6cHW

�0.24cHB + 0.084cHQ� 4.5cpHQ� 0.25cHu + 0.1cHd
qq ! Hqq (60  mjj < 120 GeV) �0.99cH� 1.2cT + 7.8cWW� 0.19cB� 31cHW

�2.4cHB + 0.9cHQ� 38cpHQ� 2.8cHu + 0.9cHd
qq ! Hqq (rest) �1.0cH� 1.0cT + 1.4cWW� 0.028cB� 6.2cHW

�0.42cHB + 0.14cHQ� 6.9cpHQ� 0.42cHu + 0.16cHd

gg/qq̄ ! ttH
�0.98cH + 2.9cu + 0.93cG + 310cuG
+27c3G� 13c2G

11

Parameter value
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Fit to ATLAS STXS measurements (ATLAS-CONF-2017-047)
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Figure 1: The best-fit values and 68% C.L. intervals for each of the five fit parameters.
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Differential cross sections
• Parameterise differential cross section in terms of 

coupling modifiers - low pT(H) region gives access to κc 
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momenta pT . mh/2. This partly compensates for the
quadratic mass suppression m2

Q/m
2
h appearing in (1). As

a result of the logarithmic sensitivity and of the 2
Q de-

pendence in quark-initiated production, one expects de-
viations of several percent in the pT spectra in Higgs
production for O(1) modifications of Q. In the SM,
the light-quark e↵ects are small. Specifically, in compar-
ison to the Higgs e↵ective field theory (HEFT) predic-
tion, in gg ! hj the bottom contribution has an e↵ect
of around �5% on the di↵erential distributions while the
impact of the charm quark is at the level of �1%. Like-
wise, the combined gQ ! hQ, QQ̄ ! hg channels (with
Q = b, c) lead to a shift of roughly 2%. Precision mea-
surements of the Higgs distributions for moderate pT
values combined with precision calculations of these ob-
servables are thus needed to probe O(1) deviations in yb
and yc. Achieving such an accuracy is both a theoretical
and experimental challenge, but it seems possible in view
of foreseen advances in higher-order calculations and the
large statistics expected at future LHC runs.

Theoretical framework. Our goal is to explore
the sensitivity of the Higgs-boson (pT,h) and leading-
jet (pT,j) transverse momentum distributions in inclusive
Higgs production to simultaneous modifications of the
light Yukawa couplings. We consider final states where
the Higgs boson decays into a pair of gauge bosons. To
avoid sensitivity to the modification of the branching ra-
tios, we normalise the distributions to the inclusive cross
section. The e↵ect on branching ratios can be included in
the context of a global analysis, jointly with the method
proposed here.

The gg ! hj channel was analysed in depth in the
HEFT framework where one integrates out the domi-
nant top-quark loops and neglects the contributions from
lighter quarks. While in this approximation the two
spectra and the total cross section were studied exten-
sively, the e↵ect of lighter quarks is not yet known with
the same precision for pT . mh/2. Within the SM,
the LO distribution for this process was derived long
ago [17, 19], and the next-to-leading-order (NLO) cor-
rections to the total cross section were calculated in [20–
24]. In the context of analytic resummations of the Su-
dakov logarithms ln (pT /mh), the inclusion of mass cor-
rections to the HEFT were studied both for the pT,h

and pT,j distributions [25–27]. More recently, the first
resummations of some of the leading logarithms (1) were
accomplished both in the abelian [28] and in the high-
energy [29] limit. The reactions gQ ! hQ, QQ̄ ! hg
were computed at NLO [30, 31] in the five-flavour scheme
that we employ here, and the resummation of the loga-
rithms ln (pT,h/mh) in QQ̄ ! h was also performed up to
next-to-next-to-leading-logarithmic (NNLL) order [32].

In the case of gg ! hj, we generate the LO spectra
with MG5aMC@NLO [33]. We also include NLO corrections
to the spectrum in the HEFT [34–36] using MCFM [37].
The total cross sections for inclusive Higgs production
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Figure 1: The normalised pT,h spectrum of inclusive Higgs
production at

p
s = 8TeV divided by the SM prediction for

di↵erent values of c. Only c is modified, while the remain-
ing Yukawa couplings are kept at their SM values.

are obtained from HIGLU [38], taking into account the
NNLO corrections in the HEFT [39–41]. Sudakov loga-
rithms ln (pT /mh) are resummed up to NNLL order both
for pT,h [42–44] and pT,j [45–47], treating mass correc-
tions following [27]. The latter e↵ects will be significant,
once the spectra have been precisely measured down to
pT values of O(5GeV). The gQ ! hQ, QQ̄ ! hg contri-
butions to the distributions are calculated at NLO with
MG5aMC@NLO [48] and cross-checked against MCFM. The ob-
tained events are showered with PYTHIA 8.2 [49] and jets
are reconstructed with the anti-kt algorithm [50] as im-
plemented in FastJet [51] using R = 0.4 as a radius
parameter.
Our default choice for the renormalisation (µR), fac-

torisation (µF ) and the resummation (QR, for gg ! hj)
scales is mh/2. Perturbative uncertainties are estimated
by varying µR, µF by a factor of two in either direc-
tion while keeping 1/2  µR/µF  2. In addition, for
the gg ! hj channel, we vary QR by a factor of two
while keeping µR = µF = mh/2. The final total theo-
retical errors are then obtained by combining the scale
uncertainties in quadrature with a ±2% relative error as-
sociated with PDFs and ↵s for the normalised distribu-
tions. We stress that the normalised distributions used
in this study are less sensitive to PDFs and ↵s varia-
tions, therefore the above ±2% relative uncertainty is a
realistic estimate. We obtain the relative uncertainty in
the SM and then assume that it does not depend on Q.
While this is correct for the gQ ! hQ, QQ̄ ! hg chan-
nels, for the gg ! hj production a good assessment of
the theory uncertainties in the large-Q regime requires
the resummation of the logarithms in (1). First steps in

Coupling-dependent BRs 
(assumes  no Binv, resolved loops)

Floating BRs 
(i.e. constraint from "shape" only)

arXiv:1606.09253
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Summary

• HL-LHC will dramatically expand the physics reach for Higgs physics: 
- 2-4% precision on Higgs couplings 
- Access to 2nd generation Yukawa couplings, with direct & indirect approaches for probing the 

charm Yukawa 
- Limit on Binv < 2.5% @ 95% CL, combining CMS+ATLAS [see backup] 

• Many inclusive measurements will be systematically limited ⇒ important work 

ahead on both theory and experimental sides 14
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Backup

15
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Prospects for light quark couplings

• Exclusive decays to γ+meson 
include contributions from light 
quark Yukawa couplings 

• Interpretation of Higgs width 
constraint (from direct 
measurement or via off-shell) 

• Interpretation of kinematic 
distributions 

• Direct search for H→cc 

• Global fit of all Higgs couplings 
(assuming no other BSM decays)

16
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Fig. 117: Summary of the projected HL-LHC limits on the light quark Yukawa couplings, including
charm.

While for the electron Yukawa, the upper bound on BR(h ! e+e�
) at the LHC translates to an upper

bound, |e| < 611 [613, 604]. And for future prospects, see [614, 615, 616, 606, 617, 618].
The upper bounds on c,s,d,u roughly correspond to the size of the SM bottom Yukawa coupling

and are thus much bigger than the corresponding SM Yukawa couplings. The upper bounds can be
saturated only if one allows for large cancellations between the contribution to fermion masses from the
Higgs VEV and an equally large but opposite in sign contribution from NP. We will show that in models
of NP motivated by the hierarchy problem, the effects of NP are generically well below these bounds. A
summary of the projected limits on c,s,d,u is given in Fig. 117 using the methods outlined in this section:
exclusive decays of the Higgs, fits of differential cross-sections, constraints from the total Higgs width
assuming a value of 200 MeV, a global fit of Higgs production cross-sections, and direct searches for a
cc̄ final state.

The CP-violating flavour-diagonal Yukawa couplings, ̃fi
, are well constrained from bounds on

the electric dipole moments (EDMs) [262, 619, 604, 620] under the assumption of no cancellation with
other contributions to EDMs beyond the Higgs contributions. For the electron Yukawa, the latest ACME
measurement [621, 622] results into an upper bound of ̃e < 1.9 ⇥ 10

�3 [604]. Whereas for the bottom
and charm Yukawas, the strongest limits come from the neutron EDM [620]. Using the NLO QCD
theoretical prediction, this translates into the upper bounds ̃b < 5 and ̃c < 21 when theory errors
are taken into account. For the light quark CPV Yukawas, measurement of the Mercury EDM places a
strong bound on the up and down Yukawas of ̃u < 0.1 and ̃d < 0.05 [623] (no theory errors) while the
neutron EDM measurement gives a weaker constraint on the strange quark Yukawa of ̃s < 3.1 [623]
(no theory errors).

200

Fig. 123: Efficiencies as function of the cut on p|| and for d0 <14 µm to reconstruct the different Higgs
decay channels and W decays as ss̄ event by the described tagger. The left plot shows the CC channel,
the right the CN channel.

�

qq

�

q̄

q̄
h h

Fig. 124: The two contributions to h ! V � with V = ⇢,!,�, J/ , ⌥. Left: the direct amplitude,
proportional to the q-quark Yukawa; Right: indirect amplitude involve the h�� vertex.

7.4 Exclusive Higgs decays98

Exclusive Higgs decays to a vector meson (V ) and a photon, h ! V �, directly probe the Higgs bottom,
charm [618, 617] strange, down and up [605] quark Yukawas, as well as to the flavor violating couplings.
For improved theory predictions see [616]. Within the LHC, the Higgs exclusive decays are the only
direct probe of the u and d Yukawa couplings. If s-tagging will be implemented at the LHC, than the
strange Yukawa will be probed both inclusive and exclusive as charm and bottom. On the experimental
side, both ATLAS and CMS report first upper bounds on h ! J/ � [606, 607], h ! �� and h !

⇢� [712, 609]. The h ! V Z, ZW modes as a probe of the Higgs electroweak coupling are discussed
in [720]. Finally, Z exclusive decays are considered in [721, 722] and can be served as a test of QCD
factorisation.

The Higgs exclusive decays which involve V = ⇢,!,�, J/ , ⌥ are sensitive to the diagonal
Yukawa couplings. These receive contributions from two amplitudes which are denoted as direct and
indirect, see Fig. 124. The direct amplitude, first analysed in [723], involves a hard h ! qq̄� vertex and
sensitive to the q-quark Yukawa. The indirect process is mediated by h�� vertex which is followed by a
�⇤

! V fragmentation. Since the indirect contribution is larger than the direct, the largest sensitivity to
the Higgs q-quark coupling is via the interference between the two diagrams.

98 Contact: Y. Soreq
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Differential cross sections

• Projection of H→γγ + H→ZZ→4l differential cross section for pT(H)

17
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Fig. 16: Differential cross sections measured by ATLAS in the full phase space, extrapolated to the full
HL-LHC luminosity for the combination of the H ! �� and H ! ZZ⇤

! 4` decay channels for (a)
Higgs boson transverse momentum pT

H, (b) Higgs boson rapidity |yH |, (c) number of jets Njets with
pT > 30 GeV, and (d) the transverse momentum of the leading pj1

H . For each point both the statistical
(error bar) and total (shaded area) uncertainties are shown. Two scenarios are shown: one with the current
Run2 systematic uncertainty (S1) and one with scaled systematic uncertainties (S2).

In order to isolate the production of the Higgs boson in association with top quarks, the selection
requires all events to have at least one b�tagged jet. Such events are separated into two orthogonal
categories based on the decay products of the top quark, a hadronic category and a leptonic category. In
the hadronic category, events must contain at least 3 jets, clustered using the anti-kT algorithm with a
cone size of 0.4, separated by �R > 0.4 with respect to both photon candidates. The jets are required
to have pT > 25 GeV and |⌘| < 4. In the leptonic category, only 2 jets are required, however, in
addition, the events must contain at least one isolated muon or electron. The muons or electrons must
satisfy pT > 20 GeV and |⌘| < 2.4, excluding the region 1.44 < |⌘�

| < 1.57 for electrons. The muons
must satisfy an isolation requirement that the sum of all reconstructed particles pT , inside a cone of
radius �R = 0.4, excluding the muon itself, is less than 0.25 times the transverse momentum of the
muon. In addition, for electrons, the invariant mass of pairs formed from the electron and either selected
photon, me� , is required to be greater than 95 GeV to reduce contamination from Z ! e+e� decays.
Events passing the leptonic category selection are excluded from the hadronic selection to maintain
orthogonality of the two categories. For the signal extraction, boosted decision tree (BDT) classifiers
are trained independently in each channel, which distinguish between signal-like and background-like
events, using input variables related to the kinematics of the events, such as the lepton and jet momenta

48

Njet precision of  
5-10%, systematically 

limited
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Example: H→μμ
• Search for narrow peak on smoothly falling Z/γ*→μμ 

background 

• Measurement sensitive to di-muon mass resolution  

• ATLAS upgraded Inner Tracker improves resolution by 
15-30% 

• CMS upgraded tracker expected to give 40% improvement

18

The extrapolation studies presented here by ATLAS Collaboration are based on a previous analysis
performed by that collaboration using the 2015–2017 proton-proton collision dataset collected at

p
s =

13 TeV, which corresponds to an integrated luminosity of 79.8 fb�1 [139]. In addition to the standard
extrapolation procedure, the di-muon signal widths are reduced by 15-30% thanks to the improvements
expected from the performance of the ATLAS upgrade Inner Tracker (ITk) [20]. In this analysis, the Z !

µ+µ� background is fully determined by data, and it is modelled by fitting the di-muon invariant mass
mµµ distribution in each category using a Breit–Wigner function convoluted with a Gaussian summed to
a smooth function.

Similar studies have been carried out by the CMS Collaboration, based on the analysed data col-
lected during 2016 and corresponding to an integrated luminosity of 36 fb�1 [141]. The analysis was
optimised to have the overall best sensitivity to a standard model Higgs boson inclusively with respect to
the production modes with the data collected in 2016. In addition to the extrapolation procedure based
on the increased luminosity, the di-muon invariant mass width is reduced in order to match the expected
increase in performances due to the upgrade in the tracking system [22] and displayed in Fig. 14. The
di-muon mass resolution plays a crucial role in the analysis performances and in the systematic uncer-
tainty induced by the choice of the background function. The CMS experiment [142] benefits from the
large 4 T solenoidal fields that allowed it to achieve down to 1.1% di-muon mass resolution in 2016 and,
with the upgrade projects, the CMS detector will be able to reach in the best category a di-muon mass
resolution of 0.65% [22].
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Fig. 14: The di-muon invariant mass distribution for H ! µ+µ� decays for muons in the central region,
simulated with the Phase-2 detector. [22].

Table 25 shows the expected precision on the signal strength (ATLAS) and branching fraction
(CMS) measurement with 3000 fb�1 of HL-LHC data in the scenarios S1 and S2. In both scenarios,
the analysis is limited by the statistical uncertainty, while the leading systematic uncertainty is the bias
introduced by the choice of the function describing the background (spurious signal uncertainty), and the
uncertainties on the modelling of the signal (their reduction in S2 contributes to an overall improvement
of 10% on the precision of the measurement). Expected uncertainties on signal strength vary from 15 to
13% (ATLAS) and on the branching fraction vary from 13 to 10% (CMS), accordingly to the projection
scenario. CMS extrapolation is obtained from the simultaneous fit in all production and decay modes, as
described in Section 2.6.1.
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Figure 1: Observed and simulated mµµ distributions in the inclusive signal region. The expected signals are scaled by
a factor of 100. The total background prediction is normalized to the observed data yield, while the relative fractions
between the di↵erent processes are fixed to the SM predictions. The error band only reflects the statistical and
experimental uncertainties in the MC background prediction, while the theoretical uncertainties are not included.

denoted by j1 ( j2). Among those variables, the most sensitive ones are dijet invariant mass (m j j), pµµT ,
di↵erence in pseudorapidity �⌘ j j, and angular distance �R j j between the two jets. Other variables with
less discriminating power include transverse momentum of the dijet system (p j j

T ), Emiss
T , scalar pT sum of

muons and jets (S T), pT of the system containing two muons and one or two jets (pµµ j1
T , pµµ j2

T and pµµ j j
T ),

rapidity di↵erence between the dimuon system and the jets (�yµµ, j1 , �yµµ, j2 and �yµµ, j j), and “centrality”,
defined as the di↵erence between the dimuon rapidity and the averaged jet rapidity divided by the absolute
rapidity di↵erence between j1 and j2. The MC modeling of these variables for the Drell-Yan process is
compared with data in the region with 76 GeV <mµµ < 106 GeV, and no significant mismodeling is found.
All these variables are combined into a multivariate discriminant, which is then trained using MC events
with a boosted-decision-tree (BDT) method [46–48] to maximize the separation between the VBF signal
and the total background. Events with a larger BDT score are more signallike, while background events
tend to populate the low BDT score region. Finally, events with BDT score � 0.9 constitute one of the
VBF categories (“VBF tight”), and the other one (“VBF loose”) is defined with 0.7 < BDT score < 0.9.

The remaining events that are not selected for the VBF categories all enter into the ggF categories. Sig-
nal events from the ggF process tend to have a harder pµµT spectrum than Drell-Yan events due to the
higher initial-state QCD radiation. To take advantage of this feature, events are separated into three pµµT
categories: “low pµµT ” (pµµT  15 GeV), “medium pµµT ” (15 GeV < pµµT < 50 GeV), and “high pµµT ” (pµµT
� 50 GeV). Since the muon momentum resolution in the barrel region (|⌘|  1.05) is better than that in
the end cap regions (1.05 < |⌘| < 2.7), events in each pT category are further divided according to the
pseudorapidities of the muons. Requiring both muons to have |⌘|  1 forms the “central” category, while
the remaining events constitute the “noncentral” category.

Table 1 shows the expected signal and background event yields as well as the observed number of data
events within an mµµ interval in each category. Each chosen interval is centered at the simulated signal
peak and contains 90% of the expected signal events. These numbers are provided to demonstrate the
expected detection sensitivity, while in the final results, the signal and background yields are determined

4

Table 25: Expected precision on the signal strength measurement in the H ! µ+µ� channels with
3000 fb�1 of HL-LHC data with the two systematic uncertainties scenarios. For the HL-LHC extrapola-
tion, the improved ITk resolution has been emulated.

Experiment ATLAS

Process Combination

Scenario S1 S2

Total uncertainty +15%
�14%

+13%
�13%

Statistical uncert. +12%
�13%

+12%
�13%

Experimental uncert. +3%
�3%

+2%
�2%

Theory uncer. +8%
�5%

+5%
�4%

Experiment CMS

Process Combination

Scenario S1 S2

Total uncertainty 13% 10%

Statistical uncert. 9% 9%

Experimental uncert. 8% 2%

Theory uncer. 5% 3%

2.4 Fiducial and differential cross-section measurements15

2.4.1 Measurements using H ! ��, H ! ZZ
⇤ ! 4`, (boosted) H ! bb decay channels16

In the context of Higgs boson property measurements, one of the main goals of HL-LHC, differential
measurements provide a probe of various Higgs boson properties by looking at distortions of differential
distributions. The pT

H distribution is of particular interest, as potential new physics may reside in the tails
of the distribution, which cannot be measured in inclusive measurements [143, 144, 145]. Differential
Higgs boson production cross section measurements are available for a range of observables from both
the ATLAS [146, 147, 148, 149, 150, 151] and CMS [152, 153, 154, 155, 127, 156] Collaborations at
p

s = 8 and 13 TeV.
The most recent pT

H spectra at
p

s = 13 TeV from both the ATLAS [151] and CMS [156] Col-
laborations are projected to an integrated luminosity of 3000 fb�1 [138, 157]. The projection of the pT

H

differential cross section measurement by the CMS Collaboration is shown in Fig. 15, for both scenarios
S1 and S2. The corresponding total uncertainties are respectively given in Tables 26 and 27. With re-
spect to the uncertainties affecting the measurement based on an integrated luminosity of 35.9 fb�1, the
uncertainties at 3000 fb�1 in the higher pT

H region are about a factor of ten smaller. This is expected, as
the uncertainties in this region remain statistically dominated. The uncertainties in the lower pT

H region
are however no longer statistically dominated, as can been seen by comparing Table 26 with Table 27,

15 Contacts: M. Delmastro, A. Gilbert, T. Klijnsma, J. Langford, W. Leight, R. Naranjo Garcia, A. Salvucci, M. Scodeggio,
K. Tackmann, N. Wardle, C. Vernieri

16 Contact: M. Delmastro, T. Klijnsma
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Reduction from 
1.1% to 0.65% for 

muons in the barrel 
region
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Higgs width & mass

• Indirect constraint from H→ZZ off-shell & direct constraint using gg→γγ 
interference 

• Higgs mass: ultimate precision will depend strongly on the calibration of muons, 
electrons & photons, but 10-20 MeV considered possible 
- cf. CMS+ATLAS Run 1: mH = 125.09 ± 0.21(stat.) ± 0.11(syst.) GeV

19
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Invisible decays

• Current 95% observed (expected) upper limits on Binv: 
- 26% (17%)  - ATLAS combination of direct H→inv channels in Run 1 + Run 2 

- 22% (17%)  - CMS combination of direct H→inv channels + all visible channels in Run 2 

• In both experiments sensitivity dominated by the VBF channel

20CMS-FTR-18-016

• Delphes-based study of CMS sensitivity in 
HL-LHC 

• Optimal selections: mjj > 2500 GeV,    
ETmiss > 190 GeV ⇒ Binv < 3.8% @ 95% CL 

• Theoretical uncertainty on W/Z ratio 
important now (~12.5%), but less so with 
larger control regions in ≥ 300 fb-1 

• Sensitivity not impacted too much if 
ETmiss resolution degrades in high pileup

PRL 122 (2019) 231801 EPJC 79 (2019) 421

http://dx.doi.org/10.1103/PhysRevLett.122.231801
http://dx.doi.org/10.1140/epjc/s10052-019-6909-y
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Projections of coupling ratios

21
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Fig. 31: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 system-
atic uncertainties) on the ratios of coupling modifier parameters for ATLAS (blue) [125] and CMS
(red) [138]. The filled coloured box corresponds to the statistical and experimental systematic uncer-
tainties, while the hatched grey area represent the additional contribution to the total uncertainty due to
theoretical systematic uncertainties. (right) Summary plot showing the total expected ±1� uncertainties
in S2 (with YR18 systematic uncertainties) on the ratios of coupling modifier parameters for the combi-
nation of ATLAS and CMS extrapolations. For each measurement, the total uncertainty is indicated by
a grey box while the statistical, experimental and theory uncertainties are indicated by a blue, green and
red line respectively.

the unitary gauge, are [185, 186, 184]
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where mi is the mass of particle i,  2 {t, b, c, ⌧, µ}, and the ci describe the modifications of the Higgs
couplings. The previous Lagrangian differs from a naive rescaling of Higgs couplings, even though
superficially it might seem to be equivalent. In particular, the Standard Model is consistently recovered
in eq. (8) for

cSM
i =

(
1 for i = V, t, b, c, ⌧, µ

0 for i = g, �, Z�.
(9)

This Lagrangian, taken in isolation, leads to a theory with a parametrically low cutoff: it has therefore
to be thought as part of a bigger EFT: the EWChL [187, 188, 189, 190, 191, 192, 193, 194, 195, 196,
197, 198, 199, 200, 201, 202, 203, 204]. This is a bottom-up EFT, constructed with the particle content
and symmetries of the SM. These are the same requirements adopted in the construction of the SMEFT.
The main difference between both EFTs concerns the Higgs field. In the EWChL, the Higgs boson, h, is
included as a scalar singlet, with couplings unrelated to the ones of the Goldstone bosons of electroweak
symmetry breaking (EWSB). Therefore, h is not necessarily part of an SU(2) doublet and consequently
(contrary to the SMEFT) the leading-order Lagrangian is already an EFT, leading potentially to O(1)
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Correlations

22

3. Production and decay rate signal strengths and coupling modifiers 9

Table 3: The expected ±1s uncertainties, expressed as percentages, on the per-production-
mode signal strength parameters. Values are given for both S1 (with Run 2 systematic uncer-
tainties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed
into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and
experimental (Exp).

300 fb�1 uncertainty [%] 3000 fb�1 uncertainty [%]
Total Stat SigTh BkgTh Exp Total Stat SigTh BkgTh Exp

µggH
S1 7.1 2.6 5.8 1.4 2.8 5.7 0.8 5.4 0.9 1.2
S2 4.6 2.6 3.1 0.8 2.0 3.1 0.8 2.8 0.6 0.9

µVBF
S1 10.8 8.2 4.8 1.2 4.9 4.7 2.6 3.0 1.3 2.1
S2 9.5 8.2 3.2 0.5 3.6 3.7 2.6 2.1 0.3 1.6

µWH
S1 20.2 14.6 3.1 7.5 11.4 8.2 4.6 2.9 3.3 5.2
S2 17.7 14.6 2.3 4.4 8.7 6.4 4.6 1.4 2.7 3.2

µZH
S1 15.7 12.4 6.3 5.7 4.4 7.2 3.9 5.1 2.5 2.1
S2 14.0 12.4 3.3 3.7 4.1 5.7 3.9 3.0 2.3 1.7

µttH
S1 14.7 5.6 8.4 7.3 7.4 9.9 1.8 8.3 4.1 3.1
S2 10.7 5.6 4.1 5.6 5.9 6.2 1.8 4.2 3.4 2.4
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Figure 4: Correlation coefficients (r) between parameters in the signal strength per-production-
mode parametrisation for S2 (with YR18 systematic uncertainties) at 300 fb�1 (left) and
3000 fb�1 (right).
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Table 4: The expected ±1s uncertainties, expressed as percentages, on the coupling modifier
parameters, as well as BBSM and GH/GSM

H . The values for the BBSM parameter correspond to
the +1s uncertainties only. Values are given for both S1 (with Run 2 systematic uncertain-
ties [30]) and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed
into four components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and
experimental (Exp).

300 fb�1 uncertainty [%] 3000 fb�1 uncertainty [%]
Total Stat SigTh BkgTh Exp Total Stat SigTh BkgTh Exp

BBSM = 0

kg
S1 5.5 3.5 2.0 1.8 3.3 2.9 1.1 1.8 1.0 1.7
S2 4.4 3.5 1.1 1.2 2.2 2.0 1.1 0.9 0.8 1.2

kW
S1 4.9 3.3 1.8 2.0 2.5 2.6 1.0 1.7 1.1 1.1
S2 4.2 3.3 1.0 1.3 2.0 1.8 1.0 0.9 0.8 0.8

kZ
S1 4.6 3.2 1.9 1.7 2.0 2.4 1.0 1.7 0.9 0.9
S2 3.9 3.2 1.0 1.1 1.7 1.7 1.0 0.9 0.7 0.7

kg
S1 6.3 3.3 3.6 2.5 3.0 4.0 1.1 3.4 1.3 1.2
S2 5.0 3.3 1.9 2.0 2.5 2.5 1.1 1.7 1.1 1.0

kt
S1 8.0 3.1 4.3 4.6 3.8 5.5 1.0 4.4 2.7 1.6
S2 6.0 3.1 2.2 3.5 3.0 3.5 1.0 2.2 2.1 1.2

kb
S1 10.5 6.2 3.9 5.2 5.4 6.0 2.0 4.3 2.9 2.3
S2 8.8 6.2 1.9 4.0 4.5 4.0 2.0 2.0 2.2 1.8

kt
S1 6.0 3.8 2.6 1.9 3.3 2.8 1.2 1.8 1.1 1.4
S2 5.2 3.8 1.7 1.4 2.8 2.0 1.2 1.0 0.9 1.0

kµ
S1 22.3 21.7 2.7 1.8 3.6 6.7 4.7 2.5 1.0 3.9
S2 21.8 21.7 1.4 1.4 1.8 5.0 4.7 1.3 0.8 1.1

BBSM � 0, |kV|  1

BBSM (+1s)
S1 8.2 6.0 2.7 3.1 3.7 3.8 1.9 2.4 1.5 1.7
S2 7.2 6.0 1.5 2.3 3.1 2.7 1.9 1.0 1.2 1.3

G/GSM
S1 12.7 8.6 4.1 4.8 6.7 5.8 2.7 3.6 2.4 2.7
S2 11.2 8.6 2.3 3.9 5.5 4.3 2.7 1.9 1.8 2.1
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Figure 6: Correlation coefficients (r) between parameters in the coupling modifier parametri-
sation for S2 (with YR18 systematic uncertainties) at 300 fb�1 (left) and 3000 fb�1 (right).
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Table 2: The expected ±1s uncertainties, expressed as percentages, on the per-decay-mode sig-
nal strength parameters. Values are given for both S1 (with Run 2 systematic uncertainties [30])
and S2 (with YR18 systematic uncertainties). The total uncertainty is decomposed into four
components: statistical (Stat), signal theory (SigTh), background theory (BkgTh) and experi-
mental (Exp).

300 fb�1 uncertainty [%] 3000 fb�1 uncertainty [%]
Total Stat SigTh BkgTh Exp Total Stat SigTh BkgTh Exp

µgg S1 7.9 4.1 4.8 0.3 4.8 4.6 1.3 3.5 0.3 2.6
S2 5.6 4.1 2.7 0.3 2.6 3.1 1.3 2.1 0.3 1.7

µWW S1 7.1 3.2 4.9 1.8 3.5 4.2 1.0 3.7 1.0 1.4
S2 5.2 3.2 2.7 1.4 2.8 2.8 1.0 2.2 0.9 1.1

µZZ S1 8.5 5.1 5.1 0.4 4.5 5.0 1.6 3.5 1.9 2.5
S2 6.4 5.1 2.9 0.3 2.7 3.3 1.6 2.1 0.7 1.7

µbb S1 12.2 6.6 4.8 7.0 5.6 7.2 2.1 5.4 3.6 2.3
S2 10.2 6.6 2.4 5.6 4.9 4.7 2.1 2.5 2.9 1.7

µtt S1 8.8 5.0 5.1 0.9 5.0 3.9 1.6 2.6 1.5 1.9
S2 7.4 5.0 3.3 0.9 4.3 2.9 1.6 1.8 0.6 1.4

µµµ S1 43.0 42.0 5.7 0.8 5.9 13.0 9.1 5.2 0.8 7.6
S2 42.2 42.0 3.0 0.8 2.6 9.6 9.1 2.6 0.8 1.7
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Figure 2: Correlation coefficients (r) between parameters in the signal strength per-decay-mode
parametrisation for S2 (with YR18 systematic uncertainties) at 300 fb�1 (left) and 3000 fb�1

(right).


