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⌦Mh2 6= ⌦Bh
2

So far no definitive signals.



So why bother with precision tools?

Simple estimates can be off by orders of magnitude!

(EFTs also useful for parameterizing dark matter 
interactions, but will focus here on EFTs for precision)
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Particle Dark Matter

electroweak triplet

+ �M � mW
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Direct Detection

!5

TI
i

p+
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

[
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

W
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

t
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

b
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

�0
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

dimensional analysis 
(and previous work)
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Perturbative QCD
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FIG. 2: SI cross sections for low-velocity scattering on
the proton as a function of mh, for the pure cases indi-
cated. Here and in the plots below, dark (light) bands
represent 1� uncertainty from pQCD (hadronic inputs).
The vertical band indicates the physical value of mh.

tainty from pQCD (hadronic inputs). Subleading cor-
rections in ratiosmb/mW and ⇤QCD/mc are expected
to be within this error budget. Stronger cancellation
between spin-0 and spin-2 amplitudes in the doublet
case implies a smaller cross section,

�D

SI . 10�48 cm2 (95%C.L.) . (5)

We may also evaluate matrix elements in the nf =
4 flavor theory. Figure 3 shows the results as a func-
tion of the charm scalar matrix element. Cancella-
tion for the doublet is strongest near matrix element
values estimated from pQCD. Direct determination
of this matrix element could make the di↵erence be-
tween a prediction and an upper bound for this (al-
beit small) cross section.

Previous computations of WIMP-nucleon scatter-
ing have focused on a di↵erent mass regime where
other degrees of freedom are relevant [14], or have

neglected the contribution c(2)g from spin-2 gluon op-
erators [2]. For pure states, this would lead to an
O(20%) shift in the spin-2 amplitude [25], with an
underestimation of the perturbative uncertainty by
O(70%). Due to amplitude cancellations, the result-
ing e↵ect on the cross sections in Fig. 2 ranges from
a factor of a few to an order of magnitude.

Mixed-state cross sections. Mixing with an ad-
ditional heavy electroweak multiplet (of mass M 0)
can allow for tree-level Higgs exchange, but with
coupling that may be suppressed by the mass split-
ting � ⌘ (M 0

� M)/2. We systematically analyze
the resulting interplay of mass-suppressed and loop-
suppressed contributions through an EFT analysis in
the regime mW , |�| ⌧ M,M 0.

Consider a mixture of Majorana SU(2)W singlet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 , with
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FIG. 3: SI cross sections for low-velocity scattering on
the proton, evaluated in the nf = 4 flavor theory as a
function of the charm scalar matrix element, for the pure
cases indicated. The pink region corresponds to charm
content estimated from pQCD [9]. The region between
orange (black) dashed lines correspond to direct lattice
determinations in [12] ([13]).

respective masses MS and MD. The heavy-particle
lagrangian is given by (1), where hv = (hS , hD1 , hD2)
is a quintuplet of self-conjugate fields. The gauge
couplings are given in terms of Pauli matrices ⌧a,

T a =
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The couplings to the Higgs field and residual mass
matrix are respectively given by

f(H) =
g21
p
2

0

B@
0 HT iHT

H 02 02

iH 02 02

1

CA+

"
iH ! H

1 ! 2

#
+ h.c. ,

�m = diag(MS ,MD14)�Mref15 , (7)

where Mref is a reference mass that may be conve-
niently chosen. Upon accounting for masses induced
by EWSB, we may present the lagrangian in terms of
mass eigenstate fields and derive the complete set of
heavy-particle Feynman rules; e.g., the Higgs-WIMP
vertex is given by ig22/

p
2 + (�/2mW )2 �̄v�vh0

with  ⌘
p
2
1 + 2

2 and � ⌘ (MS�MD)/2. We may
also consider a mixture of Majorana SU(2)W triplet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 . Ex-
plicit details for the construction of the EFT for these
heavy admixtures can be found in [4].
Upon performing weak-scale matching [4] and map-

ping to a low-energy theory for evaluation of matrix
elements [5], we obtain the results pictured in Fig. 4.
For weakly coupled WIMPs, we consider  . 1. The
presence of a scale separation M,M 0

� mW , im-
plies that the partner state contributes at leading
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FIG. 8: Comparison and average of lattice QCD calculations of fs as described in the text. Only
values that have been extrapolated to the physical quark masses are used. Results that quote
ms⇥N |s̄s|N⇤ are normalized by mN = 938.9 MeV to convert to fs. The quoted uncertainties are
taken as the statistical and systematic uncertainties added in quadrature from a given reference.
nf = 2+ 1 indicates a dynamical strange quark as well as up and down. SU(3) is used to indicate
results that rely heavily on SU(3) baryon �PT. Some results are excluded for various reasons but
displayed to demonstrate their consistency: [29] was updated in [30], the nf = 2 results [22, 24]
were not averaged with the nf = 2 + 1, the results in [25] were preliminary and not extrapolated
to the physical pion mass, the results in [26, 36] are preliminary and only exist in a conference
proceedings. All excluded results are presented as quoted in the literature, with no attempt to
perform chiral extrapolations

For the scalar strange content of the nucleon, the current state of results is such that a
simple weighted average of good (green star) results can not be performed in a meaningful
way. As can be seen in Fig. 8, there is good consistency between most of the results.
There are not a large number of orange circle results, so we chose to include all results in
the average. Moreover, we believe despite their red-square assignment, these results o�er
valuable information which should not be ignored at this time.

A simple weighted average, using the quoted uncertainties as the inverse weights, pro-
duces an unbelievably small final uncertainty. This also ignores the fact that systematic
uncertainties are typically non-Gaussian, and in the case of lattice QCD calculations, not
cleanly separable from the statistical uncertainties. Moreover, it does not account for the
quality of the results, judged using the rubric of the FLAG working group. In an attempt
to include all these issues, the following ad hoc procedure is used to perform a weighted
average of all the results (presented in Figure 8):

i) for each of the Nlatt = 11 results, fi ± �±
i , an independent random sample is generated

with a sample size of Ndist = 104, drawn from a uniform distribution between the quoted

17

Lattice QCD

Junnarkar, Walker-Loud



Direct Detection

Kaixuan Ni                               Recent Results from Dark Matter Direction Detection                    CIPANP 2018, 5/29-6/3/2018, Palm Springs, CA

Direct Detection of WIMPs by 2025?

 30

Neutrino Coherent Scattering

CMSSM

4

Previous work
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Figure 4: Sommerfeld enhanced annihilation cross sections for two fixed order approximations. The
blue dotted curve truncates the w factors at O(↵2), while the green dashed line is the one-loop result
including O(↵3) contributions in w± and w±00 and the first non-vanishing O(↵4) contribution in w00.
Note that for M & 6 TeV, the one-loop cross section becomes negative due to the presence of a large
Sudakov logarithm with a negative coe�cient. For illustration we include the orange dot-dashed line
which gives the naive cross section computed from w00 neglecting wavefunction enhancements. In
this plot v = 10�3 and � = 0.17 GeV.

thermal wino), the ratio �tree/�1-loop ⇠ 5. However the perturbative expansion is not under control,

as seen from the fact that the fixed order ↵3 cross section becomes negative for M & 6 TeV due

to the large Sudakov logarithm. The orange dot-dashed line gives the naive cross section computed

from w00 neglecting the Sommerfeld enhancement.

These considerations motivate introducing an EFT description in order to separate the scales

mW from 2M and resum the large logarithms, regaining control over the perturbative expansion.

The first step will be to derive an appropriate EFT description that captures all of the relevant

momentum regions of the full theory. This is the topic of the next section.

4 Deriving the E↵ective Theory

In the interesting regime of large mass, the cross section becomes uncertain due to large Sudakov

logarithms, ⇠ ↵ log2(mW /2M). We wish to develop an EFT framework that will isolate these

enhanced contributions and systematically reorganize the perturbative expansion to resum them.
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Figure 7: One-loop contributions to matrix elements of Oi.

and

Z�v ,EFT = 1 +
g2

(4⇡)2
1

✏
[2C2(r)] , ZA,EFT = 1 +

g2

(4⇡)2
1

✏


19

6
�

4

3
nG

�
, (66)

where in ZA we account for nG = 3 generations of Standard Model fermions, and the Standard Model

Higgs doublet as in (64) above.

Evaluating the diagrams in Fig. 7 yields the UV divergences of the e↵ective theory matrix ele-

ments. Multiplying by appropriate Z factors to obtain physical S matrix elements yields

Z�v ,EFTZA,EFThObare
1 i = hO1i

treeZ2
g

⇢
1 +

g2

(4⇡)2


4

✏2
+

1

✏

✓
43

6
�

4

3
nG � 4 log

4M2

µ2
+ 4i⇡

◆��
,

Z�v ,EFTZA,EFThObare
2 i = hO1i

treeZ2
g

g2

(4⇡)2
1

✏
[�2C2(r) + 2i⇡C2(r)]

+ hO2i
treeZ2

g

⇢
1 +

g2

(4⇡)2


4

✏2
+

1

✏

✓
79

6
�

4

3
nG � 4 log

4M2

µ2
� 2i⇡

◆��
,

(67)

from which we read o↵ the operator renormalization matrix,

~Obare = Ẑ ~O(µ) , (68)

28

* electroweak Sudakov for collider physics

* solve Schrodinger equation

= iw± +

Z
d3p

(2⇡)3

⇢
iw±

✓
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M±
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p2

M±

◆�1

(�4⇡↵)


1

(p � k)2 + m2
�

+
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(p + k)2 + m2
Z

�
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Z

�✓
k2
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�

p2

M±

◆�1

iw±

�
. (26)

Here the circular blob denotes insertion of iW , while the elliptical blob denotes insertion of V . For

neutral particle production at threshold, k = k0 = 0, this gives

±hk
0
|T |ki± ! iw± + 2i↵w±M±

✓
1

m�

+
t�2
W

mZ

◆
+ O(↵3) , (27)

where m� is a photon mass regulating IR divergences.

For the mixed channel:

±hk
0
|T |ki00 ! + + . . .

= iW±;00 + iW± ⌦ V±;00 + O(↵4)

= iw±;00 +

Z
d3p

(2⇡)3
iw±

✓
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� 2�

◆�1

(�4⇡↵s�2
W

)


1

(p � k)2 + m2
W

+
1

(p + k)2 + m2
W

�
.

(28)

Evaluated at the threshold for charged particle production, k0 = 0 and k2 = 2M0�, this expression

yields

±hk
0
|T |ki00 ! iw±;00 + 2i↵s�2

W
w±

1
p

2M0�
arctan

✓p
2M0�

mW

◆
+ O(↵4) . (29)

For the neutral channel:

00hk
0
|T |ki00 ! + +

+ + . . .

= iW00 + V00;± ⌦ iW±;00 + iW00;± ⌦ V±;00 + V00;± ⌦ iW± ⌦ V±;00 + O(↵5) . (30)
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where the factors
p

2E for each external particle convert to nonrelativistic state normalization (de-

noted by subscript “NR”), and we have introduced the reduced amplitude, M

⇣
[��]i ! �(✏)�(✏0)

⌘
=

✏⇤ · ✏0⇤M
⇣
[��]i ! ��

⌘
. Identifying DiscM = 2iAbsM gives the absorptive contribution from field

theory.5

Figure 2: Diagrams contributing to hard scale matching for neutral WIMPs. Wavy lines are photons,
zigzag lines are W± bosons.

For neutral WIMP annihilation, the relevant amputated loop diagrams are shown in Fig. 2.

Considering kinematics at both the neutral and charged WIMP thresholds, we have

M
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where Cpotential depends on whether the matrix element is evaluated at the neutral or charged WIMP

threshold:

Cpotential =

8
<

:

16⇡M
mW+

p
2M�

for (p + p0)2 = 4M2
0

16⇡Mp
2M�
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±

. (18)

5
For a single channel, the absorptive part is identified with the imaginary part, AbsM ⌘ ImM.
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Figure2:DiagramscontributingtohardscalematchingforneutralWIMPs.Wavylinesarephotons,
zigzaglinesareW±bosons.

ForneutralWIMPannihilation,therelevantamputatedloopdiagramsareshowninFig.2.

ConsideringkinematicsatboththeneutralandchargedWIMPthresholds,wehave
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whereCpotentialdependsonwhetherthematrixelementisevaluatedattheneutralorchargedWIMP

threshold:

Cpotential=
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Forasinglechannel,theabsorptivepartisidentifiedwiththeimaginarypart,AbsM⌘ImM.
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8 Implications

Having completed the high scale matching (71), RG running (79) and finally low scale matching (90),

we may proceed to use the Hamiltonian to compute interesting physical observables and investigate

the impact of perturbative corrections.
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Figure 10: Sommerfeld enhanced WIMP annihilation cross sections for � � ! � � employing three
approximations. The fixed O(↵2) result is shown in dotted blue. The fixed O(↵3) result, including
the first non-vanishing O(↵4) contribution to w00, is shown in dashed green. The LL resummed
result, including one-loop matching coe�cients at the hard and weak scales and resummation of the
collinear anomaly contribution, is shown in solid red.

Figure 10 shows the Sommerfeld enhanced annihilation cross section to line photons for three

approximations, taking � = 0.17 GeV and v = 10�3 as above. The blue dotted and green dashed

lines are fixed order results at O(↵2) and O(↵3), respectively, with the latter also including the first

non-vanishing O(↵4) contribution to w00. The red solid line is the result including LL resummation,

one-loop matching coe�cients at the high and weak scales, and resummation of the collinear anomaly

contribution. The uncertainty from scale variation would not be resolved on this log plot, hence we

only show the central value and discuss perturbative uncertainties below. As previously discussed

the fixed O(↵3) result (green dashed) becomes negative for M & 6 TeV, indicating a breakdown in

perturbation theory.

There is a robust suppression of the resummed result due to the LL correction from the (universal)

cusp anomalous dimension. We give the ratios of the Sommerfeld enhanced fixed order cross sections

38
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Figure 4. Expected 95% C.L. upper limits on the Wino annihilation cross section as a function of its mass for 500 h of CTA
observations towards the GC. The predicted NLL cross section is shown (solid gray line) and the thermal Wino DM mass is
marked (cyan solid line and bands). The only background considered here is the residual background. The full Wino spectrum
is included in the expected signal. Left panel: The expected limits for an Einasto profile (red solid line) are shown together
with the 1� (green band) and 2� (yellow band) containment bands. Right panel: The expected limits are shown for cored DM
profiles of size from 300 pc to 5 kpc.

ploy below). For the sensitivity studies in the present
work, we keep b�,ijk fixed in the form of the model de-
rived from Eqs. (14-15), so that our background model
contains no free parameters. As such, once the DM mass
and model (e.g. whether it is a Wino or Higgsino) is
specified, the only free parameter in the signal model
and likelihood is an overall signal normalization factor
controlled by h�viline.

The likelihood function is binned in energy (indexed
by i), Galactic longitude (indexed by j) and Galactic lat-
itude (indexed by k). The total likelihood is the product
of Lijk over the 20 energy bins and 400 spatial bins. In
our case the background b�,ijk is modeled rather than be-
ing measured in an OFF region, as explained in Sec. IVC,
and as mentioned above the background model contains
no free parameters (we do not allow its normalization, for
example, to vary).6 The sensitivity is expressed here as
the expected limit obtained under the assumption that
m�,ijk contains no DM signal. Values of h�viline are
tested through the likelihood ratio test statistic profile

6 The future telescope pointing strategy of CTA that will be imple-
mented to survey the GC region will define optimized pointing
positions of the telescopes to most e�ciently survey the GC re-
gion, together with the OFF regions where the background will
be measured for each observation. This discussion is beyond the
scope of this work.

defined as:

⇤ijk =
Lijk(s�,ijk + b�,ijk,m�,ijk)

Lijk(ŝ�,ijk + b�,ijk,m�,ijk)
. (17)

In the ratio, only the amplitude of s�,ijk is a free param-
eter, and therefore this quantity is solely a function of
the cross section h�viline. In the denominator we fix the
signal flux normalization to the value which maximises
the likelihood, denoted by ŝ�,ijk. Using Eq. (17), we can
then define a test statistic for setting upper limits as

q(h�vi) =

(
�
P

ijk 2 ln⇤ijk h�vi � dh�vi ,
0 h�vi < dh�vi ,

(18)

where the cross section is again h�viline, and here dh�vi
corresponds to the value of the cross section where the
best fit signal is achieved, in detail the value that deter-
mined ŝ�,ijk as in the denominator of Eq. (17). As the
cross section is increased, eventually the signal strength
will become incompatible with the data and q will be-
gin to increase. The value of h�viline excluded at 95%
confidence level corresponds to q ⇡ 2.71, when comput-
ing one-sided upper limits. Note that this prescription
uses Wilks’ theorem, and as such requires that we allow
h�viline to float negative, as if the background fluctuates
below its mean, the best fit signal point can be negative.

Rinchiuso et al
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Figure 9: Wino DM relic abundance as function of DM mass m� computed with Born
cross sections (dashed-dotted/green), including Sommerfeld enhancement with the LO
(dotted/red), and the NLO potential (solid/blue). The horizontal line shows the observed
relic abundance. In the lower panel, the ratio of the NLO to LO Sommerfeld-corrected
relic abundance is shown. The dark (light) grey bands mark the 5 (10)% variations.
Except in the vicinity of the resonances the NLO correction is a few percent. The small
wiggles in the ratio plot are due to numerical inaccuracies of the calculation.

The main result of this paper is the first computation of a relic abundance with NLO
accuracy for the Sommerfeld e↵ect. Since the NLO correction weakens the potential,
the value of the relic abundance increases by a few percent, except near the Sommerfeld
resonances, where large e↵ects are present and which are shifted towards larger masses.
Our numerical investigations accentuate the importance of the NLO potential corrections
for WIMP searches, and we advocate using the NLO Yukawa potential, which can easily
be implemented using the fitting functions provided in Sec. 3.3.2.

The computations presented here might be extended to more general models, such
as the minimal models with general SU(2) electroweak multiplets. Further, it would be
interesting to investigate the Higgsino model and DM particles with hypercharge, and
combine the NLO potential with the state-of-the-art computations of the high-energy
photon spectrum [27], for which the missing NLO correction to the potential is likely to

28
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Dark Matter Spectra from the Electroweak to the Planck Scale
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We compute the decay spectrum for dark matter (DM) with masses above the scale of electroweak
symmetry breaking, all the way to the Planck scale. For an arbitrary hard process involving a decay
to the unbroken standard model, we determine the prompt distribution of stable states including
photons, neutrinos, positrons, and antiprotons. These spectra are a crucial ingredient in the search
for DM via indirect detection at the highest energies as being probed in current and upcoming
experiments including IceCube, HAWC, CTA, and LHAASO. Our approach improves considerably
on existing methods. For example, we include all relevant electroweak interactions. The importance
of these e↵ects grow with DM mass, and by an EeV our spectra can di↵er by orders of magnitude
from existing results.

Introduction. If the dark matter (DM) of our universe
is a particle with a mass between the electroweak and
Planck scales, then it could be discovered via the indi-
rect detection of stable standard model (SM) particles
produced from its decay. Such decays can be initiated
by an underlying hard process where the DM decays to
two SM states, � ! XX̄. The SM states, injected with
virtuality µ ⇠ m�, will shower and eventually hadronize,
evolving down to on-shell stable particles such as pho-
tons, neutrinos, positrons, and anti-protons. This is true
even when X = ⌫; above the electroweak scale, denoted
qW , a shower can be initiated by the emission of a W or
Z boson.

Calculation of the resulting prompt spectra is a cen-
tral ingredient in testing the hypothesis of heavy DM. At
present, a common approach is to simulate these events
using Pythia [1–3], which accurately reproduces most
of the relevant physics up to ⇠TeV scales. Pythia is
not, however, at present designed to operate well above
these scales, for example it is missing interactions such as
triple gauge couplings in the electroweak sector that can
become increasingly important. In this letter, we pro-
pose an alternative approach, introducing a framework
specifically for the problem at hand. Spectra generated
using this formalism can di↵er significantly from exist-
ing results, as demonstrated in Fig. 1. We make our full
results publicly available [4].

Decaying DM at these mass scales can be realized in
a number of di↵erent scenarios. Classic candidates in-
clude the Wimpzilla [5–10], glueball [11–16], and grav-
itino [17–19]. There have also been a number of recent
proposals expanding the list, see for example [20–26]. In-
dependent of UV motivations, there is a clear reason to
consider searching for such DM: the robust existing and
upcoming experimental program to probe astrophysical
messengers at higher and higher energies. Many instru-
ments can probe heavy DM, including HAWC [27], Ice-
Cube [28–32], ANTARES [33, 34], Pierre Auger Observa-
tory [35–37], Telescope Array [38, 39], and in the future
CTA [40, 41], LHAASO [42, 43], IceCube-Gen2 [44], and
KM3NET [45, 46]. Taken together, these experiments
demonstrate that in the coming years we will continue
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x = 2E/m�
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x
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N
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� ! �e�̄e ! S; m� = 2 EeV

S = �/�e (this work)

S = �/�e (Pythia)

FIG. 1: The prompt electron neutrino and photon spectrum
resulting from the decay of a 2 EeV DM particle to ⌫e⌫̄e. Solid
curves represent the results obtained in this work, and predict
orders of magnitude more flux at certain energies than the
dashed results of Pythia 8.2, one of the only existing methods
to generate spectra at these masses. In both cases energy
conservation is satisfied: there is a considerable contribution
to a �-function at x = 1, associated with events where an
initial W or Z was never emitted and thus no subsequent
shower developed.

to probe the universe at higher energies and to greater
sensitivities: there is every possibility of an unexpected
signal. Accurate prompt spectra are required to know if
any such anomaly is consistent with DM.
The remainder of this letter outlines how to do so.

We begin by describing how the calculation of DM spec-
tra can be mapped onto fragmentation functions (FFs),
which can be evolved from the UV scale, µ ⇠ m�, down
to the IR, µ ⇠ 0. The computation can be performed in
three stages: 1) Evolution from m� to qW ; 2) Matching
through qW ; and 3) Continued evolution down to 0. We
outline the details required at each step, leaving a more
exhaustive description to the Supplemental Material.
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FIG. 2: Lower bounds for allowed regions from LHC
searches [53] (dashed, orange) and SI WIMP–nucleon scat-
tering from XENON100 (solid, green) [57] and LUX (solid,
red) [58]. Projected allowed regions for SCDMS [59] (dot-
dashed, purple) and XENON1T [60] (dot-dashed, blue) are
also shown, as well as the curve giving the correct thermal
relic density (thin, black). Here we set CV A

qq = 1 while all
other Wilson coefficients are assumed to be zero.

limits were obtained under the assumption of negligi-
ble isospin violation. However, as we see from Eq. (11),
our loop contribution to CV V

qq is isospin violating, i.e.
∆CV V

dd ≃ −2∆CV V
uu .[69] Therefore, unlike the isospin-

symmetric case, our WIMP–nucleus cross section does
not scale just like A2 (where A is the mass number of the
target nucleus). The regions allowed by DD measure-
ments are delimited by the green (XENON100) and red
(LUX) lines. Remarkably, these bounds are one order
of magnitude stronger than the ones from LHC searches
(dashed orange). We also study the impact of future SI
measurements, and show the projections for the allowed
regions from SCDMS [59] (purple) and XENON1T [60]
(blue). We also superimpose the line obtained by re-
quiring a OV A

qq -dominated thermal freeze-out and observe
that current experiments completely rule out the thermal
window (for CV A

qq = 1).

In the SMχ EFT, it is possible to assume that CV A
qq ≠ 0

and CV
HHD = 0 only at one fixed scale (in Fig. 2, this

scale is Λ). We extend our analysis to the case where
also OV

HHD (and OV V
qq ) is switched on, and we use the

matching corrections in Eq. (10) to discuss the effect in
terms of an effective CV V

qq at the matching scale Λ. In
Fig. 3 we show the parameter space regions allowed by
LUX in the (CV V

qq , CV A
qq ) plane for different values of Λ.

Any UV complete model generating only (axial-)vector
operators must respect these bounds.

Discussion and Outlook. In this article we highlighted
the importance of a systematic analysis of one-loop ef-
fects induced by SM fields to connect effective operators
at the New Physics scale with DD rates. We computed all
relevant one-loop effects for SI interactions up to dimen-
sion 6 (at the scale Λ) for a gauge singlet Dirac WIMP.
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FIG. 3: Regions in parameter space allowed by LUX [58]
for Λ = 10TeV (blue), 20TeV (red) and 30TeV (yellow),
assuming flavor universality in the DM–quark coupling. In
the case of non-universal couplings, CV A

qq should be replaced
by CV A

tt . The dark matter mass is fixed to 100GeV.

Previously known QCD corrections are numerically not
very relevant in this case, although can have drastic ef-
fects for electroweak charged candidates (e.g. wino, hig-
gsino [24]). Instead, the new EW corrections that we
computed allowed us to use DD data to significantly im-
prove bounds on Wilson coefficients. More specifically,
we put constraints on the SD and velocity-suppressed
operator OV A

qq . Our bounds are much stronger than LHC
measurements and will significantly improve when new
data will become available. For non-universal DM cou-
plings, the mixing we computed between heavy and light
quark currents induced by photon exchange allows us to
constrain CV V

QQ for heavy quarks Q = s, c, b, t.
Although an analysis of UV complete models is beyond

the scope of this article, we point out that our EWmixing
effect can be relevant for Z ′-portal models [31, 32], if the
quarks couple to the Z ′ only through the axial current (as
in some E6 GUT models [61, 62]). Kinetic and/or mass
mixing between the Z and Z ′ will generate a contribution
to CV V

qq which is likely to be small compared to CV A
qq , and

has to obey the constraints in Fig. 3.
Our analysis systematically accounts for contributions

from operators up to dimension 6 at the scale Λ. At
dimension 7, an important EW mixing effect is already
known: the tensor operator OTT

qq = 1
Λ3 χ̄σµνχ q̄ H σµνq

mixes into the dimension-5 dipole operators OT
M , OT

E [28]
and the predictions for SI DD rates get sizably affected.
This motivates a systematic analysis of all one-loop ef-
fects at dimension 7 including EW corrections, building
upon the work presented in this article.
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Precision tools (RG, HQET, SCET, lattice, perturbative QCD, …) 
are valuable for controlling large theoretical uncertainties in 

dark matter phenomenology.

We are planning to write a white paper on EFT for DM. 
Please contact me or Matthew Baumgart, Tim Cohen, 
Nicholas Rodd, or Tracy Slatyer if you’re interested.


