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NSF:  National AI Research Institutes 

[NSF Announcement, August 26, 2020; Call for New Proposals]

NSF AI Institute for Research on Trustworthy AI in 
     Weather, Climate, and Coastal Oceanography 

NSF AI Institute for Foundations of Machine 
Learning 

NSF AI Institute for Student-AI Teaming 

NSF AI Institute for Molecular Discovery, Synthetic  
     Strategy, and Manufacturing 

NSF AI Institute for Artificial Intelligence 
     and Fundamental Interactions

5 Inaugural 
Institutes:

8 Themes for 
Next Round:

Human-AI Interaction and Collaboration 
AI Institute for Advances in Optimization 
AI and Advanced Cyberinfrastructure 
Advances in AI and Computer and Network Systems

AI Institute in Dynamic Systems 
AI-Augmented Learning 
AI to Advance Biology 
AI-Driven Innovation in Agriculture and the Food System

https://www.nsf.gov/news/special_reports/announcements/082620.jsp
https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=505686
https://www.nsf.gov/news/special_reports/announcements/082620.jsp
https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=505686
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Artificial Intelligence ⇔ Fundamental 
Interactions

[http://iaifi.org/, MIT News Announcement]

http://iaifi.org/
https://news.mit.edu/2020/nsf-announces-mit-led-institute-artificial-intelligence-fundamental-interactions-0826
http://iaifi.org/
https://news.mit.edu/2020/nsf-announces-mit-led-institute-artificial-intelligence-fundamental-interactions-0826
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 Boston Area:  Critical Mass for Transformative Ab Initio AI Research

20 Physicists + 7 AI ExpertsSenior Investigators:  
Junior Investigators:  ≈20 PhD Students, ≈7 IAIFI Fellows in steady state
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E.g.

⇔

146:8 • Y. Wang et al.

Fig. 5. Le!: Results of our model tested with random input dropout. The
model is trained with number of points being 1024 and k being 20. Right:
Point clouds with di"erent number of points. The numbers of points are
shown below the bo#om row.

Fig. 6. Our part segmentation testing results for tables, chairs, and lamps.

Results. Table 2 shows the results for the classi!cation task. Our
model achieves the best results on this dataset. Our baseline using
a !xed graph determined by proximity in the input point cloud
is 1.0% better than PointNet++. An advanced version including
dynamical graph recomputation achieves the best results on this
dataset. All the experiments are performed with point clouds that
contain 1024 points except last row. We further test out model with
2,048 points. The k used for 2,048 points is 40 to maintain the same

Fig. 7. Compare part segmentation results. For each set, from le! to right:
PointNet, ours, and ground truth.

density. Note that PCNN (Atzmon et al. 2018) uses additional aug-
mentation techniques like randomly sampling 1,024 points out of
1,200 points during both training and testing.

4.2 Model Complexity
We use the ModelNet40 (Wu et al. 2015) classi!cation experi-
ment to compare the complexity of our model to previous state-
of-the-art. Table 3 shows that our model achieves the best tradeo"
between the model complexity (number of parameters), computa-
tional complexity (measured as forward pass time), and the result-
ing classi!cation accuracy.

Our baseline model using the !xed k-NN graph outperforms the
previous state-of-the-art PointNet++ by 1.0% accuracy, at the same
time being seven times faster. A more advanced version of our
model including a dynamically updated graph computation out-
performs PointNet++, PCNN by 2.2% and 0.6%, respectively, while
being much more e#cient. The number of points in each experi-
ment is also 1,024 in this section.

4.3 More Experiments on ModelNet40
We also experiment with various settings of our model on the
ModelNet40 (Wu et al. 2015) dataset. In particular, we analyze the
e"ectiveness of the di"erent distance metrics, explicit usage of
xi − xj , and more points.

Table 4 shows the results. “Centralization” denotes using con-
catenation of xi and xi − xj as the edge features rather than con-
catenating xi and xj . “Dynamic graph recomputation” denotes we
reconstruct the graph rather than using a !xed graph. Explicitly

ACM Transactions on Graphics, Vol. 38, No. 5, Article 146. Publication date: October 2019.

[Wang, Sun, Liu, Sarma, Bronstein, Solomon, TOG 2019]

Advance physics knowledge — from the smallest building blocks of 
nature to the largest structures in the universe — and galvanize AI 
research innovation

Training, education & outreach at Physics/AI intersection 
Cultivate early-career talent (e.g. IAIFI Fellows) 
Foster connections to physics facilities and industry 
Build strong multidisciplinary collaborations 
Advocacy for shared solutions across subfields

[Harris, Schwartz, JDT, Williams]

Physics 
Theory

Physics 
Experiment

AI Foundations

IAIFI Fellows

IAIFI Fellows

IA
IF

I F
el

lo
ws

Analyzing Collisions Geometric Data Processing

 “ι-φ”

The NSF AI Institute for Artificial Intelligence 
and Fundamental Interactions (IAIFI)

https://arxiv.org/abs/1801.07829
https://arxiv.org/abs/1801.07829
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“What is Ab Initio Artificial Intelligence?”

Machine learning architectures that incorporate 
first principles, best practices, and domain knowledge 

from fundamental physics
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Physics going back to AI

https://arxiv.org/pdf/1612.05231.pdf 

Reconstruct dense matrices  with unitary rotations 
Eliminates the potential for unstable minimum 

No Unitary

Unitary

https://arxiv.org/pdf/1612.05231.pdf
https://arxiv.org/pdf/1612.05231.pdf
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AI going back to physics

Images  
(not lorentz invariant)

Particles and SVs 
with 4-vectors+features

Particles  
(limited correlations) 

Graphs  
(Particles+correlations) 

2016 20202018

Progressively moving towards use of more info

Current collaboration results

Aim to incorporate physics fundamentals into AI
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AI2:  Ab Initio Artificial Intelligence
Symmetries, conservation laws, scaling relations, limiting behaviors, locality, causality, unitarity, 

gauge invariance, factorization, unit tests, exactness, systematic uncertainties, …

Images: Convolutional Neural Networks 

Particle Level Identical Particles (QM) 
Infrared/Collinear Safety (QFT)

AI
× AI

Tools to identify physics

Understanding of AI architectures

Cross-cutting AI across Physics = AI2

ML incorporates first principles, best practices, and domain knowledge from physics

Energy Flow Networks  ⇔ 

Translational Equivariance
Momentum Conservation

https://arxiv.org/abs/1810.05165
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IAIFI Research Highlights, 
Proposed Activities & Synergies
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IAIFI Postdoctoral Fellowships

Physics 
Theory

Physics 
Experiment

AI 

IAIFI 

IAIFI 

IA
IF

I 

2021–2024 application deadline:  October 20, 2020

Recruit/train a talented and diverse group of early-career researchers 
Spark interdisciplinary, multi-investigator, multi-subfield collaborations

[https://iaifi.org/fellows.html; https://academicjobsonline.org/ajo/jobs/16695]

https://iaifi.org/fellows.html
https://academicjobsonline.org/ajo/jobs/16695
https://iaifi.org/fellows.html
https://academicjobsonline.org/ajo/jobs/16695
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IAIFI Research Plan

Physics 
Theory

Physics 
Experiment

AI Foundations

IAIFI Fellows

IAIFI Fellows

IA
IF

I F
el

lo
ws

AI2 for Theoretical Physics 
Standard Model of Nuclear & Particle Physics 
String Theory & Physical Mathematics 
Astroparticle Physics 
Automated Discovery of Physics Models 

AI2 for Experimental Physics 
Particle Physics Experiments 
Gravitational Wave Interferometry 
(Multi-Messenger) Astrophysics 

AI2 for Foundational AI 
Symmetries & Invariance 
Speeding up Control & Inference 
Physics-Informed Architectures 
Neural Networks Theory
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AI2 for Theoretical Physics

Industry collaboration to develop custom AI tools

E.g. Lattice Field Theory for Nuclear/Particle Physics
Equations governing the strong nuclear force are known, but precision 

computations are extremely demanding (>10% of open supercomputing in US)

Custom generative models based on normalizing flows 
achieve 1000-fold acceleration while 

preserving symmetries & guaranteeing exactness  

Tools designed 
for physics find 
interdisciplinary 

applications

[Kanwar, Albergo, Boyda, Cranmer, Hackett, Racanière, Rezende, Shanahan, arXiv 2020]

https://arxiv.org/abs/2003.06413
https://arxiv.org/abs/2003.06413
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AI2 for Experimental Physics
E.g. Gravitational Wave Interferometry at LIGO

Potential to enhance the physics potential of flagship experiments via improved calibrations, 
better quantification of uncertainties, enhanced interpretability, and sub-microsecond inference 

12.1.2 Accelerating numerical general relativity waveform computation

Figure 3: Ab initio numerical general relativity computations of waveforms from black hole mergers
require massive

A key bottleneck in the booming field of gravitational wave astrophysics is the ab initio cal-
culation of gravitational waveforms (Figure 3) from black hole mergers. Although the underlying
equations (from general relativity) are known, solving them numerically is extremely costly, and
can take of order a month of supercomputing time for a single merger. Yet optimally analyzing
waveform data from LIGO and other experiments requires accurate knowledge of how the waveform
depends on parameters such as black hole masses and spin vectors. We have previously shown how
similarly complex curves depending on comparably many parameters can be accurately predicted
from a neural network trained to match expensive ab initio computations [67]. We will extend
this work to accurately predict black hole waveforms by training against over a terabyte of output
data from existing numerical general relativity simulations in the SXS database, supplemented with
data from methods providing accurate approximations in various limits. As in [67], this should also
enable a rapid and accurate solution to the inverse problem of determining black hole parameters
from observed waveforms, which can improve and accelerate LIGO’s data analysis pipeline. As an
extra bonus, we hope that the above-mentioned symbolic regression tools applied to our trained
network will help identify novel approximate formulas that are more accurate than existing ones
when black hole spins are important.

27

Propose using RL for Noise Reduction (Barsotti, Rakhlin)

Theory Inputs: AI2 to Speed Up
Numerical GR Calculations  (Tegmark)

BH-BH Merger

LIGO
Detector(s)

LHC Fast-ML to speed 
up multi-messenger 
astrophysics (Harris)

Data

Knowledge

2017 Nobel Prize

Autoencoders 
improve LIGO’s 

sensitivity by 20% 
[2005.06534]
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AI2 for Foundational AI
Deconvolution Across Disciplines

The unique features of physics applications and the power of physics principles 
offer compelling research opportunities to advance the field of AI research itself

Blind Neuronal Source Separation (Ba)

⇔

Sparse Coding Networks and 
Neuronal Source Separation (Ba)

Event Horizon Telescope 
and Black Hole Imaging (Freeman)

Capitalize on physics priors and interpretability for improved robustness 
Leverage tools from physics to explain ability of networks to generalize
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IAIFI For experimental Physics 
+ Computing challenges 

Lisa Barsotti
Isaac Chuang
Marin Soljacic
Max Tegmark

Pulkit Agrawal
Bill Freeman 

Alexander Rakhlin
Justin Solomon

William Detmold
Philip Harris

Phiala Shanahan 
Kerstin Perez
Tracy Slatyer 

Washington Taylor
Jesse Thaler

Mike Williams

James Halverson
Brent Nelson

Taritree Wongjirad

Edo Berger
Cora Dvorkin

Daniel Eisenstein
Doug Finkbeiner

Matthew Schwartz 

Demba Ba 
Yaron Singer
Todd Zickler 

Experimentalist  Theorist Computing Other physics
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Major Computing Challenges

[Albergo, Kanwar, Shanahan, PRD 2019; Rezende, Papamakarios,
Racanière, Albergo, Kanwar, Shanahan, Cranmer, arXiv 2020]

Adaptive Sampling for Lattice QCD

3

 

(a) Normalizing flow between prior and output distributions

=

VSliW

coXSle

combine

(b) Inverse coupling layer

FIG. 1: In (a), a normalizing flow is shown transforming samples z from a prior distribution r(z) to samples � distributed
according to p̃f (�). The mapping f�1(z) is constructed by composing inverse coupling layers g�1

i as defined in Eq. (10) in
terms of neural networks si and ti and shown diagrammatically in (b). By optimizing the neural networks within each coupling
layer, p̃f (�) can be made to approximate a distribution of interest, p(�).

learning approach to the task of sampling from compli-
cated, intractable distributions. They do so by learning
a map from an input distribution that is easy to sample
to an output distribution that approximates the desired
distribution. Normalizing flow models produce both sam-
ples and their associated probability densities, allowing
the acceptance probability in Eq. (6) to be calculated.

A normalizing flow enacts the transformation between
distributions by a change-of-variables1: a smooth, bijec-
tive function, f�1 : RD

! RD maps samples z from a
prior distribution r(z) to � = f

�1(z). This mapping
defines an output distribution p̃f (�), by the change-of-
variables formula

p̃f (�) = r(f(�))

����det
@f(�)

@�

���� . (8)

Typically, the prior distribution is a simple and
analytically-understood distribution (e.g., a normal dis-
tribution). While the desired distribution p(�) is often
complicated and di�cult to sample from directly, opti-
mizing the function f allows one to generate samples
from p̃f (�) ⇡ p(�). The function f is chosen to have
a tractable Jacobian such that the probability density
p̃f (�) can be computed exactly according to Eq. (8).

To encode a map from a simple distribution r(z) to a
complicated distribution p̃f (�), the map f must be highly
expressive while also being invertible and having a com-
putable Jacobian. Here, the real non-volume-preserving
(real NVP) flow [39] machine learning approach is used:
f is constructed by the composition of a�ne coupling
layers that scale and o↵set half of the components of the
input at a time; the choice of which components of the

1
The convention of using f�1

for the change-of-variables stems

from typical applications of normalizing flows.

data are transformed is part of the layer definition. Split-
ting the D-dimensional vector � into (D/2)-dimensional
pieces �a and �b according to this choice, a single cou-
pling layer gi transforms � to z = gi(�) via

gi(�) :=

(
za = �a

zb = �b � e
si(�a) + ti(�a),

(9)

where si and ti are neural networks mapping from RD/2

to RD/2 and � denotes element-wise multiplication. Im-
portantly, each layer gi is invertible without inverting the
neural networks si or ti:

g
�1
i

(z) :=

(
�a = za

�b = (zb � ti(za))� e
�si(za).

(10)

The Jacobian matrix is lower-triangular and its determi-
nant can be easily computed. For coupling layer gi:

����det
@gi(�)

@�

���� =
D/2Y

j=1

e
[si(�a)]j , (11)

where j indexes the D/2 components of the output of si.
Stacking many coupling layers g1, . . . , gn which alternate
which half of the data is transformed, the function f is
defined as

f(�) = g1(g2(. . . gn(�) . . . )). (12)

Using the chain rule, the determinant of the Jacobian
of f is a product of the contributions from each gi. By
increasing the number of coupling layers and the com-
plexity of the networks si and ti, f can systematically
be made more expressive and general. Figure 1 depicts
how composing many coupling layers incrementally mod-
ifies a prior distribution which is easy to sample into a

[Duarte, Han, Harris, Jindariani, Kreinar, Kreis,
Ngadiuba, Pierini, Rivera, Tran, Wu, JINST 2018]

2018 JINST 13 P07027

2.1 hls4ml concept

The task of automatically translating a trained neural network, specified by the model’s architecture,
weights, and biases, into HLS code is performed by the hls4ml package. A schematic of a typical
workflow is illustrated in figure 1.
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hls  4  ml

hls4ml

HLS  4  ML

Figure 1. A typical workflow to translate a model into a FPGA implementation using hls4ml.

The part of the workflow illustrated in red indicates the usual software workflow required to
design a neural network for a specific task. This usual machine learning workflow, with tools such
as Keras and PyTorch, involves a training step and possible compression steps (more discussion
below in section 2.3) before settling on a final model. The blue section of the workflow is the task
of hls4ml, which translates a model into an HLS project that can be synthesized and implemented
to run on an FPGA.

At a high level, FPGA algorithm design is unique from programming a CPU in that independent
operations may run fully in parallel, allowing FPGAs to achieve trillions of operations per second
at a relatively low power cost with respect to CPUs and GPUs. However, such operations consume
dedicated resources onboard the FPGA and cannot be dynamically remapped while running. The
challenge in creating an optimal FPGA implementation is to balance FPGA resource usage with
achieving the latency and throughput goals of the target algorithm. Key metrics for an FPGA
implementation include:

1. latency, the total time (typically expressed in units of “clocks”) required for a single iteration
of the algorithm to complete.

2. initiation interval, the number of clock cycles required before the algorithm may accept
a new input. Initiation interval (often expressed as “II”) is inversely proportional to the
inference rate, or throughput; an initiation interval of 2 achieves half the throughput as an
initiation interval of 1. Consequently, data can be pipelined into the algorithm at the rate of
the initiation interval.

– 4 –

Sub-Microsecond LHC Inference

[MicroBooNE collaboration (incl. Wongjirad), JINST 2017]

LArTPC Object Classification

Figure 19. Detected neutrino bounding box within an event image. Top: A ⇠ 2 GeV ⌫µ charged
current interaction with a single µ, three protons, and two charged ⇡’s produced. Bottom: ⌫µ
charged current interaction with a single µ and proton produced. The red predicted box extends in
the correct dimension to encapsulate the full interaction. The yellow box shows the truth bounding
box.

– 35 –

A number of computing challenges are present within  AIFI 

Large Scale distributed GPUs

Processing of LHC/Neutrino  Data

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.100.034515
https://arxiv.org/abs/2002.02428
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.100.034515
https://arxiv.org/abs/2002.02428
https://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07027
https://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07027
https://iopscience.iop.org/article/10.1088/1748-0221/12/03/P03011
https://iopscience.iop.org/article/10.1088/1748-0221/12/03/P03011
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Major Computing Challenges

[Albergo, Kanwar, Shanahan, PRD 2019; Rezende, Papamakarios,
Racanière, Albergo, Kanwar, Shanahan, Cranmer, arXiv 2020]

Adaptive Sampling for Lattice QCD

3

 

(a) Normalizing flow between prior and output distributions

=

VSliW

coXSle

combine

(b) Inverse coupling layer

FIG. 1: In (a), a normalizing flow is shown transforming samples z from a prior distribution r(z) to samples � distributed
according to p̃f (�). The mapping f�1(z) is constructed by composing inverse coupling layers g�1

i as defined in Eq. (10) in
terms of neural networks si and ti and shown diagrammatically in (b). By optimizing the neural networks within each coupling
layer, p̃f (�) can be made to approximate a distribution of interest, p(�).

learning approach to the task of sampling from compli-
cated, intractable distributions. They do so by learning
a map from an input distribution that is easy to sample
to an output distribution that approximates the desired
distribution. Normalizing flow models produce both sam-
ples and their associated probability densities, allowing
the acceptance probability in Eq. (6) to be calculated.

A normalizing flow enacts the transformation between
distributions by a change-of-variables1: a smooth, bijec-
tive function, f�1 : RD

! RD maps samples z from a
prior distribution r(z) to � = f

�1(z). This mapping
defines an output distribution p̃f (�), by the change-of-
variables formula

p̃f (�) = r(f(�))

����det
@f(�)

@�

���� . (8)

Typically, the prior distribution is a simple and
analytically-understood distribution (e.g., a normal dis-
tribution). While the desired distribution p(�) is often
complicated and di�cult to sample from directly, opti-
mizing the function f allows one to generate samples
from p̃f (�) ⇡ p(�). The function f is chosen to have
a tractable Jacobian such that the probability density
p̃f (�) can be computed exactly according to Eq. (8).

To encode a map from a simple distribution r(z) to a
complicated distribution p̃f (�), the map f must be highly
expressive while also being invertible and having a com-
putable Jacobian. Here, the real non-volume-preserving
(real NVP) flow [39] machine learning approach is used:
f is constructed by the composition of a�ne coupling
layers that scale and o↵set half of the components of the
input at a time; the choice of which components of the

1
The convention of using f�1

for the change-of-variables stems

from typical applications of normalizing flows.

data are transformed is part of the layer definition. Split-
ting the D-dimensional vector � into (D/2)-dimensional
pieces �a and �b according to this choice, a single cou-
pling layer gi transforms � to z = gi(�) via

gi(�) :=

(
za = �a

zb = �b � e
si(�a) + ti(�a),

(9)

where si and ti are neural networks mapping from RD/2

to RD/2 and � denotes element-wise multiplication. Im-
portantly, each layer gi is invertible without inverting the
neural networks si or ti:

g
�1
i

(z) :=

(
�a = za

�b = (zb � ti(za))� e
�si(za).

(10)

The Jacobian matrix is lower-triangular and its determi-
nant can be easily computed. For coupling layer gi:

����det
@gi(�)

@�

���� =
D/2Y

j=1

e
[si(�a)]j , (11)

where j indexes the D/2 components of the output of si.
Stacking many coupling layers g1, . . . , gn which alternate
which half of the data is transformed, the function f is
defined as

f(�) = g1(g2(. . . gn(�) . . . )). (12)

Using the chain rule, the determinant of the Jacobian
of f is a product of the contributions from each gi. By
increasing the number of coupling layers and the com-
plexity of the networks si and ti, f can systematically
be made more expressive and general. Figure 1 depicts
how composing many coupling layers incrementally mod-
ifies a prior distribution which is easy to sample into a

A number of computing challenges are present within  AIFI 

Large Scale distributed GPUs

GPU

GPU GPU

GPU

New ideas have emerged that allow for optimized computation

Pre-trained  
Normalizing Flow 

Model

Pre-trained  
Normalizing Flow 

Model

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.100.034515
https://arxiv.org/abs/2002.02428
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.100.034515
https://arxiv.org/abs/2002.02428
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Major Computing Challenges

[Duarte, Han, Harris, Jindariani, Kreinar, Kreis,
Ngadiuba, Pierini, Rivera, Tran, Wu, JINST 2018]

2018 JINST 13 P07027

2.1 hls4ml concept

The task of automatically translating a trained neural network, specified by the model’s architecture,
weights, and biases, into HLS code is performed by the hls4ml package. A schematic of a typical
workflow is illustrated in figure 1.
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Figure 1. A typical workflow to translate a model into a FPGA implementation using hls4ml.

The part of the workflow illustrated in red indicates the usual software workflow required to
design a neural network for a specific task. This usual machine learning workflow, with tools such
as Keras and PyTorch, involves a training step and possible compression steps (more discussion
below in section 2.3) before settling on a final model. The blue section of the workflow is the task
of hls4ml, which translates a model into an HLS project that can be synthesized and implemented
to run on an FPGA.

At a high level, FPGA algorithm design is unique from programming a CPU in that independent
operations may run fully in parallel, allowing FPGAs to achieve trillions of operations per second
at a relatively low power cost with respect to CPUs and GPUs. However, such operations consume
dedicated resources onboard the FPGA and cannot be dynamically remapped while running. The
challenge in creating an optimal FPGA implementation is to balance FPGA resource usage with
achieving the latency and throughput goals of the target algorithm. Key metrics for an FPGA
implementation include:

1. latency, the total time (typically expressed in units of “clocks”) required for a single iteration
of the algorithm to complete.

2. initiation interval, the number of clock cycles required before the algorithm may accept
a new input. Initiation interval (often expressed as “II”) is inversely proportional to the
inference rate, or throughput; an initiation interval of 2 achieves half the throughput as an
initiation interval of 1. Consequently, data can be pipelined into the algorithm at the rate of
the initiation interval.

– 4 –

Sub-Microsecond LHC Inference

[MicroBooNE collaboration (incl. Wongjirad), JINST 2017]

LArTPC Object Classification

Figure 19. Detected neutrino bounding box within an event image. Top: A ⇠ 2 GeV ⌫µ charged
current interaction with a single µ, three protons, and two charged ⇡’s produced. Bottom: ⌫µ
charged current interaction with a single µ and proton produced. The red predicted box extends in
the correct dimension to encapsulate the full interaction. The yellow box shows the truth bounding
box.

– 35 –

A number of computing challenges are present within  AIFI 

Processing of LHC/Neutrino  Data

Demands at the LHC require 
significantly more computing 
power 
AI + coprocesors is a solution  

https://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07027
https://iopscience.iop.org/article/10.1088/1748-0221/13/07/P07027
https://iopscience.iop.org/article/10.1088/1748-0221/12/03/P03011
https://iopscience.iop.org/article/10.1088/1748-0221/12/03/P03011
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IAIFI for Experimental Physics
Performing Deep Learning as a service 

With LHC/Dune workflows 
Integrated ability to offload  
algorithms to a coprocessor
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IAIFI for Experimental Physics
Recent results with High Level Trigger

CMS HLT  
w/Hcal Reco as ML  on a GPU

CMS HLT  
w/Hcal Reco as ML  on a FPGA

Constructing tools to integrate 
Deep Learning algorithms into  
LHC workflows….  
Along with exploration of Algos
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IAIFI for Experimental Physics
AI with Neutrino reconstruction

UResNet and other related CNN 
models have led to improved 
reconstruction in neutrinos

T. Wongjirad

NN in Reco chain  
from  CPU to GPU

Integrating ML with GPU based tools can 
lead to significant speedups 

Provided network performs optimized 
speed ups

CNN for Michel Electron Id
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IAIFI for Experimental Physics
With the tools in FastML  ( a broad range of functionality) 
 How to integrate 3 different ML Algos in HLT?

fastmachinelearning.org  
Work Done as  

part of Fast ML 

Similar studies  
For L1 Trigger

http://fastmachinelearning.org
http://fastmachinelearning.org


25Building on these ideas

With Experimental component : 

• AI2  focus is to ensure AI is solving problems 
• A critical component of that is to ensure this goes to experiment 
• With AIFI:  

• Aim to develop networks with physics principles 
• Algorithms are intended for use in Physics or AI community 

• With Fast ML :  
• Aim is to deploy precepts of algorithm design to opmize algo 

• Exploiting symmetries 
• Also exploiting bit precision and NAS 

• Aim is to ensure algorithms can be sped up significantly 
• Put the infrastructure in place to do this  
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Research Engagement 
Regular Internal Meetings 
External Seminar Speakers 
Long-term Visitor Program 
IAIFI Affiliates 
Annual IAIFI Workshop (Summer 2022) 

Workforce Development 
IAIFI Postdoctoral Fellowship (Fall 2021) 
Cross-Disciplinary Mentoring 
Interdisciplinary PhD Program 
Annual PhD Summer School (Summer 2022) 

Digital Learning 
Online Physics/AI Course Modules 
Expansion of MITx MicroMasters Program

IAIFI Activities & Synergies

Outreach 
IAIFI Podcasts 
K-12 Engagement 
Festivals & Museums 

Broadening Participation 
Early Career & Equity Committee 
Summer Research Program 
MicroFellowship Program 

 
Knowledge Transfer 

Summer Internship Placement 
Joint Research Initiatives 



IAIFI Activities & Synergies
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Interdisciplinary PhD in Physics, Statistics & Data Science

This interdisciplinary degree would have a number of requirements, in
addition to the standard requirements for the MIT Physics PhD. How
interested would you be in submitting and defending a PhD thesis that
uses statistical methods in a substantial way?

83 responses

Proposed Interdisciplinary Doctoral
Program in Physics and Statistics
(Student Survey)
83 responses

Publish analytics

1 2 3 4 5 6 7
0

20

40

60

5 (6%)
2 (2.4%) 4 (4.8%) 4 (4.8%) 13 (15.

7%)
13 (15.

7%)

42 (50.
6%)

Proposed Interdisciplinary Doctoral Program in Physics and Statis... https://docs.google.com/forms/d/19adjBV_78XnZGuPpVNm1...

1 of 13 8/12/20, 1:11 PM

≈30% of all Physics students (!)

Respondent #11:   “I think ML 
is the most important thing 

happening in the world right 
now and should be 

incorporated into any STEM 
degree.”
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IAIFI Outreach Plan

Physics 
Theory

Physics 
Experiment

AI Foundations

IAIFI Fellows

IAIFI Fellows

IA
IF

I F
el

lo
ws

Training, education & outreach at Physics/AI intersection 
Cultivate early-career talent (e.g. IAIFI Fellows) 
Foster connections to physics facilities and industry 
Build strong multidisciplinary collaborations 
Advocacy for shared solutions across subfields
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Backup



• Project now covers some LHC, DUNE, LIGO, Materials science….


• Collaboration is now > 40 members at 10 institutes (2 years old)


• Our aim : bring the fastest machine learning to science 

30

FastMachineLearning.org

https://indico.cern.ch/event/822126/Group Founded by P. Harris and N. Tran (FNAL)

FML

http://FastMachineLearning.org
http://FastMachineLearning.org
https://indico.cern.ch/event/822126/
https://indico.cern.ch/event/822126/
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IAIFI for Experimental Physics

Strategy for experimental physics is about taking AI to data

[using Gligorov, Williams, JINST 2013;
Likhomanenko, Ilten, Khairullin, Rogozhnikov,

Ustyuzhanin, Williams, JPCS 2015]

2013 JINST 8 P02013

Figure 2. Discriminating variable distributions for the backgrounds. From left to right: pure combinatorial,
ghost background, prompt charm.

Table 1. Performance on the toy model data of a cut-based, BDT-based and BBDT-based HLT algorithm.
en�body are the efficiencies on the n-body signals. The instability is the increase in the rate under the imper-
fect online conditions (see text for details).

type e4�body (%) e5�body (%) instability (%)
cuts 63.2±0.5 55.3±0.5 9±3
BDT 76.9±0.4 68.1±0.5 55±4

BBDT 73.8±0.4 68.9±0.5 10±3

3.4 Performance

For each of the HLT algorithms defined below, the optimal selections are determined using train-
ing samples of the 4-body signal and background. Their performances are then evaluated using
validation samples of the 4-body signal, 5-body signal and background. The optimal selections are
simply those that maximize the efficiency on the 4-body signal while achieving a factor of 100 re-
duction in the background. The stability of each HLT algorithm is tested using validation samples
that include an additional 1s smearing of the IP.

Three HLT algorithms are studied: cut-based, BDT-based and BBDT-based. The performance
of each is given in table 1. As expected, the BDT and BBDT are much more efficient than the cuts.
This simple example only has two variables, but the relative efficiency of the (B)BDT-based HLT
is (19%)22% higher than the cut-based one. The BBDT is 3% less efficient than the BDT on the
4-body signal; however, it is 1% more efficient on the 5-body signal. For an inclusive HLT, the
efficiency on signals not included in the training is just as important than on those in the training.
The BBDT in this example has a very slight edge here over the BDT. In a real-world example, the
more variables that are included in the BDT the better the performance of the BBDT (compared to
the BDT) should be on signals not used in the training.

The most important column in table 1 is the one showing the instability of the rate under

– 7 –

[LHCb collaboration, PRL 2019]

E.g. Tests of Lepton
Universality using the

LHCb Software Trigger

Traditional Cuts
Traditional AI
Interpretable AI

Interpretable AI is enabling reliable real-time event selection at LHCb
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Figure 2: Fits to the m(J/ )(K
+`+`�) invariant mass distribution for (left) electron and

(right) muon candidates for (top) nonresonant and (bottom) resonant decays. For the electron
(muon) nonresonant plots, the red-dotted line shows the distribution that would be expected
from the observed number of B+

! K+µ+µ� (B+
! K+e+e�) decays and RK = 1.

where the first uncertainty is statistical and the second systematic. This is the most
precise measurement to date and is consistent with the SM expectation at the level of
2.5 standard deviations [21, 33, 36, 40, 42]. The likelihood profile as a function of RK is
given in the Supplemental Material [71]. The value for RK obtained is consistent across
the di↵erent data-taking periods and trigger categories. A fit to just the 7 and 8TeV data
gives a value for RK compatible with the previous LHCb measurement [34] within one
standard deviation. This level of consistency is evaluated using pseudoexperiments that
take into account the overlap between the two data samples, which are not identical due
to di↵erent reconstruction and selection procedures. The result from just the 7 and 8TeV
data is also compatible with that from only the 13TeV data at the 1.9 standard deviation
level (see the Supplemental Material [71]).

The branching fraction of the B
+
! K

+
e
+
e
� decay is determined in the nonresonant

signal region 1.1 < q
2
< 6.0GeV2

/c
4 by combining the value of RK with the value of

B(B+
! K

+
µ
+
µ
�) from Ref. [12], taking into account correlated systematic uncertainties.

This gives

dB(B+
! K

+
e
+
e
�)

dq2
(1.1 < q

2
< 6.0GeV2

/c
4) = (28.6 +2.0

�1.7 ± 1.4)⇥ 10�9
c
4
/GeV2

.

The dominant systematic uncertainty is from the limited knowledge of the B
+
! J/ K

+

branching fraction [54]. This is the most precise measurement to date and is consistent
with predictions based on the SM [42,78].
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https://iopscience.iop.org/article/10.1088/1748-0221/8/02/P02013
https://iopscience.iop.org/article/10.1088/1742-6596/664/8/082025
https://iopscience.iop.org/article/10.1088/1748-0221/8/02/P02013
https://iopscience.iop.org/article/10.1088/1742-6596/664/8/082025
https://arxiv.org/ct?url=https://dx.doi.org/10.1103/PhysRevLett.122.191801&v=f40a5e50
https://arxiv.org/ct?url=https://dx.doi.org/10.1103/PhysRevLett.122.191801&v=f40a5e50

