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This document describes the requirements and specifications for the DAQ/SC network for the DUNE experiment, as well as its interfaces to other network equipment of the DUNE Network facility. It refines and clarifies the DAQ/SC networking aspects described here.

The DAQ/SC network is under the responsibility of the DAQ/SC consortium. Nevertheless, it is envisaged that the design will be carried out in collaboration with FNAL networking, that then will take care of its maintenance and operation.

The financial resources required for the construction of the DAQ/SC network (for each detector module) are split as follows:
· Facility: long range fibers, from the Ross Dry MCR, through Ross and Yates shafts, up to the underground CDR (or CUC); contract established and partially executed;
· I&I: network devices for SC (~60 48x1G switches distributed on detector mezzanine and DAQ barrack);
· DAQ/SC consortium: fibers from CDR (or CUC) to DAQ barracks/detector mezzanine, fibers from top of cryostat electronics to DAQ barrack, DAQ switches, DAQ/SC routers in DAQ barrack and Roos Dry MCR.

Additional networks, such as GPN (offices and wifi) and the technical network (for critical control & safety systems e.g. for electrical distribution, cooling & ventilation, cryogenics, etc) are not considered in this document.

1. Assumptions
AS-1: The DAQ/SC equipment on surface is hosted in the Ross Dry MCR.

AS-2: The DAQ equipment underground is hosted within the DAQ barrack on the cryogenic mezzanine on top of each cryostat.

AS-3: The SC equipment underground is hosted within the DAQ barrack on the cryogenic mezzanine as well as in the racks of the detector mezzanine, on top of each cryostat.

AS-4: All the fibers from underground (going through the Ross and Yates shafts) for DAQ data transfers arrive at the Ross Dry MCR, without passing through any active equipment at Yates.
Note: as specified in existing contract; for each detector module there are 16x100G links + 1 link per shaft for DAQ and SC respectively.

AS-5: A backup path for control for underground DAQ/SC equipment, in case of a complete network failure on the Ross site, may be achieved through minimal network equipment on the Yates site (through a few LZ fibers coming up from the Yates shaft) or a separate location at Ross.

AS-6: If power underground is lost for a whole detector module, beyond the interim time that will keep DAQ/SC network equipment up through UPS (few minutes), it is acceptable to not have any network connectivity to DAQ/SC devices of that detector module.
Note: this means that no safety equipment requires DAQ/SC network connectivity and that, if any safety equipment is connected to the DAQ/SC network it is ok to not be able to monitor its status or send commands to it. This is most probably a major difference compared to the technical network requirement for cryogenics and infrastructure such as cooling/ventilation, electricity, let alone person safety systems (fire, ODH, …).
Note 2: if DDSS is part of SC (as normally is the case) then some equipment dedicated to this aspect should be on a separate network with high availability.

AS-7: The network technology of choice for the DAQ/SC is Ethernet, ranging from 1G to 100G. 400G may be used to interconnect routers, but not at any endpoints.

AS-8: A local instance of critical computing services (DNS, DHCP, LDAP, some database replicas,….) will be installed at SURF as a replica for the central services provided by FNAL, to keep systems in an operating way in case of temporary disconnections (or degraded connection) from FNAL. 

2. Constraints
CO-1: Loss of power in the Ross Dry MCR (even beyond the time covered by UPS) should not cause a loss of communication to the underground DAQ/SC systems, for the purposes of control and monitoring.

CO-2: Loss of power (or cooling failures) in the DAQ barrack of one detector, shall not cause a complete loss of communication to the SC equipment installed on the corresponding detector mezzanine.

3. Requirements
UR-1: The DAQ/SC shall be connected via network to FNAL via two independent WAN links:
· 100 G link for physics data transfer, control and monitoring,
· 10 G backup link for control and monitoring.

UR-2: Any connections of the DAQ/SC network to active network devices leading to the WAN links shall be redundant and without single points of failure.

UR-3: The DAQ/SC network itself shall be designed avoiding single points of failure at least at the level of routers and their interconnecting fibers.

UR-4: The peak DAQ data rate of the first detector from underground to surface is expected to be in the range of 60 GB/s. 

UR-6: The average DAQ data rate of the first detector is expected to be in the range of 2 GB/s.

UR-7: The DAQ/SC network shall be connected to FNAL/SURF GPN via gateways, subject to access control.
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Figure 1 Fiber paths relevant for DUNE DAQ/SC in blue and red. The green path may be used as a backup control path for SC, if that path is indeed put in place as critical communications backup needed by DUNE.
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Figure 2 Top of one far detector cryostat. On the left, in blue, the racks on top of the detector mezzanine. On the right, the cryogenic mezzanine is visible with several barracks of which one is the DAQ barrack. 
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Figure 3 Draft layout of the Ross Dry MCR in which all DAQ/SC surface equipment will be housed for DUNE.

4. Preliminary DAQ/SC equipment layout
In this section we give an indicative (and very preliminary) layout of DAQ in order to be able to dimension the DAQ/SC network (or at least the core part of it).
In these sketches we assume 
· “hubs” as 1U stackable 32x100G ports devices,
· DAQ switches as 48x10G (+2x100G uplinks) ports stackable devices,
· Ctrl switches as 48x1G (+2x10G uplinks) ports stackable devices,
· Ctrl-UP devices as similar to DAQ switches,
· IPMI switches being 48x1G ports.

Servers will be connected via one or two 10G network links (depending on whether redundancy is required). Storage servers are a particular case which will be connected directly via 2x100G links to the hubs.
Every server will have a IPMI connection.

[image: ]
Figure 4 Draft DAQ/SC layout in underground DAQ barrack (very preliminary!). Servers in the first 7 racks are connected via 2x10G links (active-redundant) to the DAQ SW devices. Servers also have each one IPMI connection. DAQ and SC network are interconnected at the level of the DAQ/SC hub to allow for information exchange. The DAQ/SC hubs are only indicative: they may be located one in the DAQ barrack and one on the detector mezzanine (for higher independence, see CO-2), or they may both be in the CDR/CUC (shared hardware with other networks), or they may be skipped completely, with long range fibers going directly to the surface. On the detector mezzanine side there will be O(20) 1G switches, feeding into 2 switches with few 10G optical uplinks, part of the ctrl network.
[bookmark: _GoBack][image: ]
Figure 5 Very preliminary view of DAQ/SC equipment on surface, in the MCR, for the first two detector modules.
image5.tiff
vaz
a1
a0
s
uss
uz7
uss
uss
s
us
Uz
st
us0
u29
u2s
v27
u26
s
u2a
u2s
u22
[
u20
u1s
uis
v
uls
s
v
uss
v
v
u10
s

s

u7

s

ua
us
v2
u1

Rack 1

Rack 2
Patch Panel

Rack 3

Rack 4

COMserver | CcMserver | CMserver | CcMiserver
Facity server| Facility server | Facilty server | Facilty server
SCsenver | sCsever | SCserver | SCsenver
Mon server | Won server | Mon server | Wion server
Mon server | Mon server | Mon server | Mon server
HLF server | IF server | HLF server | WLF server
HLF server | HLF server | HLF server | HLF server
HLF server | HLF server | HLF server | HLF server
HLF server | HLF server | HLF server | HLF server
HLF server | HLF server | HLF server | HLF server
HLF server | HLF server | HLF server | HLF server
Storage server | Storage server | Storage server [ torage server|
Storage server | Storage server | Storage server [ torage server|
Storage server | Storage server | Storage server [ torage server|

Rack 5

Rack 6

Rack 7

Rack 8




image1.emf
411712018 8:47:18 PM

‘
! STRAND 4
50' win cabinet 1 240-STRAND. ROSSORY 240-STRAND b g
‘ bl 5
| S
| 2
i [ [r— st e vrEsosr 3
| I CR | MCR I MCR || || CR | L
| I smacy | v [ A R E— z
cE ce e | f| ||| e - u
‘ 1 I 8
SURFACE LEVEL i 1 SURFACE LEVEL &
| e
! 4
L
|
L] e ——— e e ]
‘
‘ e
|
|
| STRA
i s | ¢ 192STRAND
‘ !
|
|
! '
!
‘
‘ ‘
| ‘
‘
‘ Tove 5 o
‘ ¥
Do :
| g g
| FE |2 g
[ 2
| —s| sl g
‘ g
| : S
| o —— 7510 St ! 2
g
| E
d g
o
! o]
! g
‘ ! g
‘ N
i g
! ‘ s
‘ i
! i
‘
! inet
1 10070 Cablent 5010 Cabinet '
| = ‘ i
‘ ‘ e
|
! NEW COMM | EXISTING Tl NEW COMM
! ENCLOSURE | COMM EH L OSuRE ENCLOSURE.
i ROSS |ENCLOSURE ——————————————————— CORNER YATES
| s [ ! st
. o |
LEGEND: NOTES:
o BTN, PN G T RN T T O SRS Y VIATHG BT
TY i s S A
R L S T RS )
R e R
(2] o o o )8 SR RSB ATE 4RO G GBS LS 9 § IR LR RS RO o nece e so B0 BT
A e T o T i
L R T G ) O S UCRED SR RSS9 F L G STALED MO TERTE DG B ——
oo ooy e e et o o e o e
B e s L T b oy N
ST S PR A (T8 524D A A SO AL RSS9 e, AN oM T N N, S e T A e s
o T e ST W o m T,
L e L T,
A Lt e OB TS RO 6 T 1 BORAE 0BT B LT e
P LR T T Tl e e
R e S WSS, U e sl i
e i e UL LG Ve AT
e
e
T H
AR' | P S T “-’t Fermilab LBNF - FSCF - BSI
L) ] Lon-Baseine NeutinoFacly PRE-EXCAVATION PACKAGE
TR
+— fuowalrosoon Hham -
& {Ta216[ PRE EXCAVATION 100% FIVAL DESIGN SUBWISSION f— K ARUP CYBERINFRASTRUCTURE
e e .
e oo o ey S consifing LUPOWER | e - = SINGLE LINE DIAGRAM :
e e SxcAvATON o EvAL i omion == srk consulting 2\ EnGINEERS ]
Rl DeseRPON [ H
— oo | wa e oo 15146 PER-B-T-302|





image2.jpg




image3.png
T T Grobncaus e

7¥ 'SPACE RESERVED FOR ELECTRIGAL

T X3 (994 2 914men) UPS e T 42 RU CABINETS (30°W x 36" D) (762 x
‘>W.n, | | |
| a [ e A oy

Y "o ROSS DRY MCR OVERHEAD LADDER
ROSS DRY MCR ROOM LAYOUT /1, RACK LAYOUT 2





image4.tiff
FeLixpatch

FeLI server
FeLI server
FeLI server
FeLI server
FeLI server
FeLI server
FeLI server

FeLI server

FeLI server
FeLI server
FeLI server
FeLI server
FeLI server

FeLI server

TG server
TG server
CoMserver
Mon server

Rack2 ___Rack3 Racka RackS ____Rack6é ___ Rack7
FeLXpatch  FELIX patch FELIXpatch FELIX patch FELIXpatch
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
Timing
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
Daasw. oW Daasw.
Daasw. Pmsw Daasw.
TP
Daasw.
Feucsenver FeLxsever DO pripcsenver FeLiXserver FeLXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLIXserver FELIXserver FELIX server FELIXserver FELIXserver
FeLserver FeLXserver T popcarver FeLiXserver FELIKserver
MLTserver
FeLserver FeLXserver  OFO*™T poipserver FeLIXserver FELIKserver
DFO server
FeLserver FeLIXserver POV oy orver i server FELIKserver
Filtyserver
TRGserver TRGsever Faclltysenver  TRGserver TRGserver TRGserver
TRGserver TRGserver | Faclltysever | TRGserver TRGserver TRG server
CCMserver CCMserver  CCMiserver  CCMserver CCMserver CCMserver
Monserver Monserver Monserver  Monserver Mon server Mon server

SCerver

SCpatch

SCerver

SCpatch

Rack 10

SCerver

SCpatch

Rack11

SCerver

SCpatch

CHLUPNW CLUPNW Ctr-UPNW  ClrbUP NW

cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
culsw

cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
culsw

cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
culsw

cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
cisw
culsw




