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Experiment

ATLAS experiment at the Large Hadron Collider (LHC), a particle accelerator at CERN (the European 
Organization for Nuclear Research)

https://en.wikipedia.org/wiki/Large_Hadron_Collider
https://en.wikipedia.org/wiki/Particle_accelerator
https://en.wikipedia.org/wiki/CERN
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➢ Simulation is a very useful, essential tool in modern particle physics for: 

▪ designing an experiment (e.g. ILC/CLIC, FCC)

▪ analyzing the data (e.g. LHC experiments) 

➢ For the LHC experiments, the simulation is made of two distinct steps: 

1. Simulation of the p-p collision 

▪ Monte Carlo event generators 

2. Simulation of the passage of the produced particles through the experimental 

apparatus

▪ Detector simulation

▪ The output of 1 is the input of 2.

Introduction 
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1. Incoming hadrons /particles (grey)
2. Hard part of the process (Yellow)
3. Parton shower (Red)
4. Underlying event (blue)
5. Hadronization (green) 

Description of an event



➢ Software that simulates collisions of particles, including the kind of very high-energy proton-proton collisions at the Large 
Hadron Collider (Python)

➢ Integrated with an event generator, and with a program called Pythia for parton showering and hadronization, and with a 
choice of detector simulators

➢ HEP Phenomenology framework 

❑ Feynman Diagrams 

❑ Cross Sections 

❑ Event Generation 
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MadGraph

Users Requests: 

MadGraph Returns:

❑ List all contributing sub processes

❑ Feynman diagrams for each sub process

❑ Self-Contained Package:

▪ Integrates cross section

▪ Generates unweighted parton-level events
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➢ We want to be fast

➢ Where do we spend our time?
❑ In which function?
❑ Called by whom?
❑ Which instruction take time?
❑ Where to parallelize? 

MadGraph Profiling
➢ find the hotspot in the code and figure out 

what is using most of the CPU time.
➢ Intel VTune Amplifier, a profiling tool.

Motivation
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Profiling Terminology

➢ Self-Time is the time spent inside a function
excluding the time taken by other functions called
from within that function.

➢ Total Time is the accumulated time that a
program unit incurs. For functions, total time
includes self-time of the function itself and Self
time of all functions that were called from that
function.

➢ Hotspot is the most time-consuming parts of the
code.
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Process:

➢ Profilers: Intel VTune and perf

➢ Visualization: Flame Graph and Call Graph

➢ Steps:

▪ Compile without profiler on 1 core

▪ Generate different number  of events with Vtune and perf profiler.

𝐙 → 𝝁+𝝁− + 𝑿, where X = 3 jets

Production of single electroweak bosons (Z) in association with jets in proton–proton collisions at center-of-mass 
energy of 13 TeV
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Top hotspots (Total time and Self time)
nevents : 10000
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Important functions:

➢ Particle Density function (PDF):  a crucial input into cross-section calculations at hadron 
colliders

➢ LHAPDF: is a library  by which PDFS are accessed for LHC experimental
(general purpose C++ interpolator, used for evaluating PDFs from discretized data files )

➢ getrusage:
▪ Monitoring function 
▪ used to examine the resource usage of a process
▪ a function into a code to profile it.
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Call Graph
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Total time

Self time
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Summary

1. Analyzed different process with Vtune profiler.

2. Highlighted top hotspot MadGraph functions.

3. LHAPDF::makePDF has a high contribution .

4. getrusage, examine the resource usage of a process, takes a significant amount of time

5. MadGraph function visualization.
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Thank you


