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Thanks for the instrumentation award, I am happy to accept it on 
behalf of a lot o people that worked on all these CCD experiments 
over many years. 



WIMPS

CCDs
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because we have not seen DM yet, 
we are casting a wider net

https://saniaheba.wordpress.com



“Recent” developments by the MSL group at LBNL has allowed the fabrication 
for thick CCDs. 675 um is now possible.
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CCDs for dark matter (or CEvNS)



2014  (DAMIC/CONNIE) : 2g sensor, 2e- noise

essentially “borrowed” CCDs from Dark Energy Camera, and looked for 
dark matter

DECam
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CONNIE/DAMIC 2016 sensors

16 Mpix ~ 6g4 amplifiers 
2e- noise 
low background package

4k x 4k 

15 x 15 um pixels

675 um thick CCD 
Developed by LBNL Microsystems LAB

CCDs for fabricated for DM and neutrinos



muons, electrons and diffusion limited hits.

Particle identification in a CCD image
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DAMIC @ SNOLAB 
started in 2014
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decays. The simulated spectra are almost identical in
the 6–20 keVee energy range and cannot be distinguished
by the background model fit but lead to significantly
di↵erent spectra at low energies. We found that di↵er-
ences between the simulated spectra for di↵erent PCC-
model variations and specific locations of the 210Pb con-
tamination can be parameterized by the functional form
C exp(�

p
[E/keVee]/0.18), with C being dominantly de-

pendent on the relative depth of the 210Pb source and
the point at which the charge collection probability be-
comes >0. Thus, we consider this functional form as a
correction to our background model to account for the
systematic uncertainty in the details of the PCC region.

The likelihood clustering output was used to search for
any event excess in the energy range 0.05–6 keVee over
the prediction by the background model. Images with
>0.47 e� per pixel were excluded due to their high levels
of shot noise associated with transients of leakage current
following the restart of the electronics or LED illumina-
tion for CCD calibration. This results in a final target
exposure of 10.93 kg d. We selected clusters that were not
touching the mask or another cluster, and whose pixel-
value distributions were well-described by the Gaussian
fit. A selection on �LL as in Ref. [11] was then used
to reject clusters compatible with noise. We started
with blank images, which contain only readout noise, and
added leakage charge according to the value measured in
the corresponding exposed image. The likelihood cluster-
ing algorithm was run on the simulated images to obtain
a sample of simulated clusters. We determined from the
�LL distribution of all simulated images that a selection
of �LL�22 results in <0.1 clusters from noise in the
final data set.

The detection e�ciency for ionization events as a func-
tion of energy was estimated by simulating with the
CCD-response Monte Carlo point-like ionization events
with uniform distributions in energy and depth (z) and
adding the pixel values directly on the blank images.
The likelihood clustering algorithm was run and, from
the fraction of simulated clusters of a given energy that
survive the selection criteria, we reconstructed the accep-
tance for ionization events as a function of energy. The
acceptance starts at 10% at 50 eVee, increasing to 50%
at 77 eVee, until it plateaus at 90% above 120 eVee.

To obtain background predictions that can be com-
pared to the likelihood clustering output, we produced
images with simulated events sampled randomly from the
(E, z) templates of the baseline background model and
an additive systematic correction to account for the PCC
region on the backside, treating CCD 1 and CCDs 2–7
separately. We applied the same clustering, reconstruc-
tion and selection procedure as in the data to construct
probability density functions (PDFs) in (E,�x) space
normalized to one in the fit region E 2 [0.05, 6] keVee

and �x 2 [0, 1.2] pixel, excluding Si K fluorescence E 2
[1.6, 1.8] keVee. For a statistical test to check the consis-
tency between the background model and the data, we
assumed a decaying exponential with characteristic decay
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FIG. 3. Best-fit to the final data sample in (E,�x) space.
The blue data points are overlaid on the best-fit background
model in gray. Open circles correspond to CCDs 2–7, while
filled circles correspond to CCD 1. The red contours represent
the best-fit exponential excess with ✏=66 eVee. The Ne K de-
excitation line (0.85 keVee) emitted following electron capture
by 22Na in the CCD bulk is visible.

constant ✏ convolved with the detector energy response as
a generic signal PDF, obtained from the (E,�x) template
of uniformly distributed events in (E, z) space by scaling
the amplitude as a function of energy and normalizing
to one in the fit region. We defined a two-dimensional
(E,�x) unbinned extended likelihood function following
the formalism in Ref. [11]. Clusters from CCD 1 and
CCDs 2–7 were considered independent data sets with
their own background PDFs. We minimized the joint
� lnL using MINUIT with the PDF amplitudes b1,2-7, c,
and s (baseline background, PCC correction and generic
signal), and ✏ as free parameters. We included Gaus-
sian constraints on b1,2–7 according to the uncertainty in
the amplitude of the background model above 6 keVee.
Our best-fit exhibits a preference for an exponential bulk
component with s=17.1±7.6 events and decay constant
✏=66±37 eVee. The best-fit value for c corresponds to a
distance between 210Pb contamination on the backside
of the original wafer and the start of charge collection of
0.75+0.50

�0.35 µm, consistent with results from 55Fe X-ray cal-
ibrations [17]. Figure 3 shows the data clusters overlaid
on the background model, with contours delimiting the
preferred bulk component. We estimated a goodness-of-
fit p value of 0.10 by running our fit procedure on Monte
Carlo samples drawn from the best-fit PDF. A likelihood
ratio test between the best-fit result and the background-
only hypothesis (s=0) disfavors the background-only hy-
pothesis with a p-value of 2.2⇥ 10�4.

The statistical significance of the exponential bulk
component is driven by an excess of events at low ener-
gies with �x⇠0.2 pixel. We explored the possibility that
these events arise from an improper modeling of front-
surface (z⇠0) events, which can also populate this region
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FIG. 4. Upper limit (90% CL) on ���n obtained from this
analysis (solid red line). The expectation ±1� band if only
known backgrounds are present in our data set is shown by the
red band. For comparison, we also include 90% CL exclusion
limits from our previous result with a 0.6 kg d exposure [11],
other experiments [4, 6], and the 90% CL contours for the
WIMP-signal interpretation of the CDMS silicon result [4].

of parameter space. We removed from the data and in
the generation of the PDFs clusters where only one pixel
has a value greater than 1.6�pix, which correspond to
56% of front-surface events but only 6.5% of bulk events
with energies <200 eVee. A fit performed to the data
following this selection returns values for s and ✏ consis-
tent with the previous result, with an increased p-value
of 2.6⇥ 10�3.

Limited statistics and possible unidentified inaccura-
cies in the detector background model prevent a definite
interpretation of this event excess. We plan to further in-
vestigate its origin by improving the measurement of the
ionization spectrum with lower noise skipper CCDs [18]
deployed in the DAMIC cryostat at SNOLAB. Never-
theless, we set upper limits on the amplitude of a sig-
nal from spin-independent coherent WIMP-nucleus elas-
tic scattering. Starting from the (E,�x) template of
uniformly distributed events, we constructed a PDF of
a WIMP signal by scaling the amplitude as a function
of energy by the expected spectrum from nuclear re-
coils [3] for a given m�; we used a speed distribution
with standard galactic halo parameters: escape speed
of 544 km s�1, most probable galactic WIMP speed of
220 km s�1, mean orbital speed of Earth with respect
to the galactic center of 232 km s�1, and local WIMP
density of 0.3GeV c�2 cm�3. To translate from nuclear-
recoil energy to the measured electron-equivalent energy,
we used the parametrization from Ref. [11] based on neu-
tron calibration data from Ref. [19]. We included in our
fit function a WIMP signal PDF with m�, and performed
the fit with ���n free. From likelihood ratio tests be-
tween this best-fit result and the result of a constrained
fit with fixed ���n, we calculated the statistical signifi-
cance for the WIMP signal in (m�,���n) space. Figure 4

shows the 90% confidence-level (CL) upper limit obtained
from our data compared to other experiments. We also
present the ±1� expectation band by running the limit-
setting procedure on Monte Carlo data sets drawn from
our best-fit background model, in the absence of the un-
known bulk component.

The derived exclusion limit is the most stringent
from a silicon target experiment for WIMPs with
m�<9GeV c�2. Although the presence of the unknown
bulk component causes a mismatch between the derived
and expected upper limit at small m�, the agreement
for m�>6GeV c�2 implies that the observed excess is in-
consistent with the standard WIMP-signal interpretation
of the nuclear-recoil event excess from the CDMS sili-
con experiment [4]. Consequently, we exclude with the
same nuclear target a significant fraction of the parame-
ter space that corresponds to this interpretation. Gener-
ally, this result uncovers with a sizeable exposure the ion-
ization spectrum in silicon down to nuclear-recoil energies
of 0.6 keV, an order-of-magnitude improvement from the
7 keV threshold of the CDMS experiment, providing a di-
rect constraint for any dark matter interpretation of the
CDMS excess.
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Nacional Autónoma de México (Programa de Apoyo
a Proyectos de Investigación e Innovación Tecnológica
Grants No. IB100413 and No. IN112213); STFC Global
Challenges Research Fund (Foundation Awards Grant
ST/R002908/1).

new WIMP result DAMIC: arXiv:2007.15622 

We have pushed as far as we 
can we classic CCDs… now 
we need other tools.

Phys. Rev. Lett. 125, 241803 (2020)



skipper-CCD: not a new invention,
J. Janesick

2000 CCD textbook



DAMIC “classic CCD” skipper CCD
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Physical Review Letters, Volume 119, Issue 13, (2017)

Single-electron and single-photon sensitivity with silicon Skipper-CCD (J. Tiffenberg et al)

… it was not a very active 
field, but it took ~30 years for 

the optimization
1989



biding energy (~1 eV)

typical recoil energy:

the “classic” search for wimps looks for nuclear 
recoils, but when looking at lower mass particles the 
e-recoil channel could be more competitive.
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early sensei theory team

Essig, Volansky, Yu

e-recoil  
spectrum
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The first step was operation of a single detector ~2g at MINOS 

2
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FIG. 1. A copper-Kapton flex circuit is laminated to a silicon-
aluminum pitch adapter that is glued and wirebonded to the
Skipper-CCD (top right); this is placed in a copper tray (top
left), where a copper leaf-spring (bottom left) maintains con-
stant pressure for consistent thermal contact between the
CCD and the tray when closed inside the module (shown
transparent, bottom right).

to read one quarter of the CCD consisting of 3072 rows
and 443 columns of pixels. The serial register for one
quadrant, which is the first row of pixels that transfers
the charge to the readout stage, is along the short side of
the CCD and thus consists of 443 columns. When moving
charge pixel-to-pixel in the serial register, random 1 e�-
events (“spurious charge”) are generated, which we mea-
sure to be (1.664±0.122)⇥10�4 e�/pix and subtract from
the observed R1e� (see SM). Each pixel has a volume of
15 µm⇥ 15 µm⇥ 675 µm and a mass of 3.537⇥ 10�7 g.
The DM science data are taken with the output transis-
tor of the amplifiers turned o↵ during exposure, although
we find no evidence for amplifier-induced events that oc-
curred in the prototype detectors [15], likely due to the
improved quality of the silicon.

A silicon-aluminum pitch adapter and copper-Kapton
flex cable were glued and wirebonded to the CCD. The
overall width of this assembly is no larger than the
width of the CCD, allowing dense packing for large-scale
Skipper-CCD experiments. This assembly was placed in
a copper tray, where a copper leaf-spring maintains con-
stant pressure for consistent thermal contact between the
CCD and the tray (Fig. 1). The module was placed in
the same vessel used for the results in [15], but with extra
lead shielding placed around the vessel (see SM), which
reduced the high-energy event rate and R1e� (see below).
The CCD was operated at a temperature of 135 K.

The readout and control systems are fully integrated
in a new single-board electronics optimized for Skipper-
CCD sensors. This Low-Threshold-Acquisition system
(LTA) [17, 18] provides a flexible and scalable solu-
tion for detectors with target masses up to a few hun-
dred grams. The root-mean-square single-sample read-
out noise is 2.5 e�.
DEPENDENCE OF SINGLE-ELECTRON
RATE ON ENVIRONMENTAL BACK-
GROUNDS.We find evidence for a correlation between
the rate of high-energy background events and R1e� .
In the DM science data (see below), which has extra
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FIG. 2. Energy spectrum of high energy events between
500 eV and 500 keV: red (black) shows event rate with (with-
out) extra shielding. Inset: single-electron event rate, R1e�

(after subtracting the spurious charge) versus the rate of
events with energies 500 eV to 10 keV with extra shielding
(red) and without extra shielding for one image with the am-
plifier o↵ during exposure (green) and when combined with
three images with the amplifier on during exposure (black).

lead shielding, the rate of events with 500 eV to 10 keV
energy is 3370 DRU (1 DRU is 1 event/kg/day/keV),
while R1e� = (1.594 ± 0.160) ⇥ 10�4 e�/pix/day,
i.e. (450 ± 45)/g-day. This is the smallest R1e�

achieved with a semiconductor target. In one image
taken without the extra lead (the “standard” shield),
we find R1e� = (7.555+3.286

�2.562) ⇥ 10�4 e�/pix/day.
Three additional standard-shield images (but taken
with the amplifier voltages turned on during expo-
sure) show R1e� = (4.302+1.743

�1.426) ⇥ 10�4 e�/pix/day,
so that, averaged over the four images, R1e� =
(5.312+1.490

�1.277) ⇥ 10�4 e�/pix/day, i.e. 1492+421
�361/g-day.

The combined standard-shield high-energy background
rate is 9700 DRU; see Fig. 2 and SM for more details.
A naive extrapolation of the event rates between

500 eV–10 keV to the 1 e�-bin (assuming a constant
rate below 500 eV) yields a rate of only ⇠0.037/g-day
and ⇠0.013/g-day for the data with the extra-lead and
standard-shield, respectively, so the observed 1 e� events
are not the low-energy tail of a radiogenic background.
Moreover, the observed rate of single-pixel 2 e�-events,
R2e� , in data with extra-lead shielding is more than two
orders of magnitude lower than R1e� (we have insu�-
cient data to measure R2e� for the standard-shield case).
The origin of the 1 e�-events requires further study.
DATA COLLECTION. We collect blinded data for
constraining DM that produces events with  4 elec-
trons. We expose the Skipper-CCD for 20 hours, and
then read each quadrant through one amplifier with 300
samples per pixel. We refer to one such exposure-and-
readout as an “image.” We took 22 images of DM sci-
ence data before a mandatory shutdown. All charge on

 Rates: 
• 1e- = 450 ev/g-day (1.6 10-4 e/pix/day) 
• 2e- = 2.4 ev./g-day 
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FIG. 4. The 90% CL con-
straints (cyan shaded regions) on:
the DM-electron scattering cross-
section, �e, as a function of DM
mass, m�, for two di↵erent DM
form factors, FDM(q) = 1 (top
left) and FDM(q) = (↵me/q)

2 (top
right); the DM-nucleus scattering
cross section, �n, for a light media-
tor (bottom left); and the kinetic-
mixing parameter, ✏, versus the
dark-photon mass, mA0 , for dark-
photon-DM absorption (bottom
right). We also show constraints
on DM-electron scattering from a
SENSEI prototype detector [14,
15], XENON10/100 [19], DarkSide-
50 [20], EDELWEISS [21], CDMS-
HVeV [22], DAMIC [23], solar re-
flection (assuming DM couples only
to electrons) [24]; constraints on
DM-nucleus scattering from SEN-
SEI, XENON10/100/1T [12] and
LUX [25]; and constraints on ab-
sorption from SENSEI [14, 15],
DAMIC [23, 26], EDELWEISS [21],
XENON10/100, CDMSlite [9], and
the Sun [9, 27, 28]. Orange regions
are combined benchmark model re-
gions for heavy mediators from [2,
5, 29–33] and for light mediators
from [2, 5, 34, 35].

that are part of a cluster containing at least 5 e� (2 e�).
We do not remove the pixels of the cluster itself.

• Edge Mask. We remove 60 (20) pixels around all
edges of a quadrant for the 1 e� (�2 e�) analyses,
which corresponds to the Halo Mask (described below)
for any possible high-energy events occurring just out-
side of the quadrant.

• Bleeding Zone Mask. To avoid spurious events from
charge-transfer ine�ciencies, we mask 100 (50) pixels
upstream in the vertical and horizontal direction of any
pixel containing more than 100 e� for the 1 e� (�2 e�)
analyses. This distance is doubled for columns where
we observe a high bleeding rate.

• Bad Pixels and Bad Columns. We further limit the
impact of defects that cause charge leakage or charge-
transfer ine�ciencies by identifying and masking pixels
and columns that have a significant excess of charge.

• Halo Mask. Pixels with more than 100 e�, from high-
energy background events, correlate with an increased
rate of low-energy events in nearby pixels. We observe
a monotonic decrease in R1e� as a function of the radial
distance, R, from pixels with a large charge. We mask
pixels out to R = 60 pix (R = 20 pix) for the 1 e�

(�2 e�) analyses.
• Loose Cluster Mask. We find a correlation between
the number of 1 e� and 2 e� events in regions of size
⇠103 pix2. Since there is no reason for a 2 e� DM

event to be spatially correlated with an excess of 1 e�

events, we mask regions with an excess of 1 e� events.
We apply this mask only for the �2 e� analyses.

• Neighbor Mask. For the 1 e� and 2 e� DM analyses
only, we require the DM signal to be contained in a sin-
gle pixel and only select pixels whose eight neighboring
pixels are empty. We thus mask all pixels that have a
neighboring pixel with � 1 e�.

The e�ciencies of, and number of events passing, these
selection cuts are given in Table I, which also shows
the number of observed events and the inferred 90%
confidence-level (CL) upper limits on the rates.
DARK MATTER RESULTS. The results for the four
analyses are:

• 1e�: From the observed R1e� of (3.363 ± 0.094) ⇥
10�4 e�/pix/day, we subtract the (exposure indepen-
dent) spurious charge contribution of (1.664±0.122)⇥
10�4 e�/pix, to arrive at a R1e� of (1.594 ± 0.160) ⇥
10�4 e�/pix/day, or (450±45) events/g-day. The dark
current contribution to R1e� (from thermal excita-
tions) is expected to be more than an order of mag-
nitude lower than this rate (see Fig. 10 in SM), so it
is plausible that most of the observed 1 e� events are
linked to environmental backgrounds.

• 2e�: The 5 observed single-pixel 2 e� events imply
R2e�=2.399 events/g-day, with a 90% CL upper limit

Phys. Rev. Lett. 125, 171802 (2020)



Now 
underground 
@ SNOLAB. 
Starting 
installation in a 
couple of 
weeks. 

SENSEI 100g



Oscura : 10-kg skipper-CCD experiment
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demonstrated 
performance of 
skipper-CCD

detector concept

lead 
shield

- Observatory of Skipper CCDs Using Recoiling Atoms 
- Science goal : e-recoil low mass direct dark matter search (1 MeV → 1 GeV) 
- Technology : skipper-CCD array (sub-electron noise) at underground lab (SNOLAB, 

SURF, other). 
- R&D: scale the existing technology towards a 10kg experiment 
- Schedule : small project execution plan completed in 2023 
R&D: FY19,FY20,FY21  
Design: FY22,FY23 
Execution : FY24-27

scientific reach

10kg 
CCD 
array

poly  
shield
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https://astro.fnal.gov/science/dark-matter/oscura/



Oscura R&D priorities

Sensors : transfer to new fab technology. 

The foundry we have been using for our thick CCD (DM, dark energy, 
neutrinos) experiments is not going to continue with this technology. 
Need to find a new way of making the sensors. We also see this an as 
opportunity to take advantage of more modern technologies “CMOS-
compatible” 
This is where we starting to work with MIT-LL  

Electronics: large channel number/cold electronics. 

10 kg means a lot of CCD… and a lot of readout channels.  

Background 

The experiments need to have 0.01 events/kg/day/keV ! 
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mechanical challenges

~4 gram CCD module (SENSEI)

We have developed experiments for ~100g of 
active mass with skipper-CCDs. We need to 
push for another factor of 100. 

New ideas on packaging, cryogenics and 
electronics are needed.



J. High Energ. Phys. 2020, 54 (2020)

CCDs at nuclear reactor 
are exploring new physics 
in the low energy neutrino 
sector. CONNIE 
experiment.

As for the case of DM, 
skipper CCD extend the 
reach of these searches.

The Violeta collaboration 
is pushing for large 
skipper-CCD arrays at 
reactors.

search of for dark sector mediators

CEvNS



https://www.violetaexperiment.com
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Darkness satellite to mount CCDs in space for direct dark 
matter search (Team-X study 2019 JPL)
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We present constraints on the existence of weakly 
interacting massive particles (WIMPs) from an 11 kg 
d target exposure of the DAMIC experiment at the 
SNOLAB underground laboratory. The observed 
energy spectrum and spatial distribution of ionization 
events with electron-equivalent energies >200 eVee 
in the DAMIC CCDs are consistent with backgrounds 
from natural radioactivity.

Phys. Rev. Lett. 125, 241803 (2020)


