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Muon Programs

Proton Beam

MuZ2e is aiming to reduce the branching
ratio by a factor of 10,000, which requires
3 years of running

The current and near future muon precision
measurements requires large amount of data on
petabyte scales at a continuous and steadly rate for

many months.
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Project and Design by Karie Baclgley

Muon g-2 requires about
20 X BNL data fo reduce
the statistical error by
factor of 4

Fermilab computing leadership and supported resources are

essential in overseeing the conversion of large data collection

into physics results.
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Fermilab Supported Resources : Computing Ecosystem

FermiGrid

Access to Open Science Grid and High-Performance Computing Centers

Data Management, Submission and Monitoring Tools

Interactive Computing Machines
Distribution and Build Systems

Source Code Version Control Systems and Repositories
Online and Offline Software Frameworks

Interactive Analysis Tools
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Experiment Supported Computing Tools

Data Production

Data Monitoring

Data Quality

Software Framework and Infrastructure
Simulation and Geometry

Calibration Algorithms

Reconstruction Algorithms
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Experiment Supported Computing Tools ‘

Data Production

Running Jobs by User

Data Monitoring
Data Quality
Software Framework and Infrastructure

Simulation and Geometry ;
ibrati i 1000 M l l’“n . | UA‘, | L “L ]Ml “1“‘

Calibration Algorithms WL O

Number of Grid slots
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Reconstruction Algorithms
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] “ MU2:
Fermilab Supported Resources : Computing Ecosystem C Z A

FermiGrid

Access to Open Science Grid and High-Performance Computing Centers

Needed for a successful physics
program!

Data Management, Submission and Monitoring Tools

Interactive Computing Machines

Distribution and Build Systems
Source Code Version Control Systems and Repositories
Online and Offline Software Frameworks

Interactive Analysis Tools

Experiment Supported Computing Tools

Data Production

Data Monitoring

Data Quality 7,7 2 NN A

From Mayly Sanchez, Showmass 2013
Software Framework and Infrastructure
Simulation and Geometry

Calibration Algorithms

Reconstruction Algorithms
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General Overview
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Mu2e General Overview : Project Phase

«  Work plan

Preparing computing needs for pre-operations (2022) and operations (2024)
Defining the tasks, roles, and milestones

Identifying and training people

Developing software and physics analyses to coincide with data taking timeline
Using subsystem prototypes to improve the software

e Status snapshot

8

Mature simulations
* Preparing to produce a large simulated dataset (2020 or early 2021)
* (Can run multi-threaded Geant4 simulation at HPC centers
Optimizing the current trigger and reconstruction algorithms
Preliminary design of data quality monitoring tools
Software code, build, release, and distribution systems are in placed

12/16/20 Computing for the Muon Program
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*  Run-l
— 100% of data are processed
— Implemented many of Fermilab supported resources 2 8
—  Robust software infrastructure and workflow = Muon g-2 (FNAL)
— Mature simulations, reconstruction, and analysis codes 2 6 Run-3
— Running simulations at HPC center é
3 4
+ Run-2
z 2. /
« Run2/3 @
— 100% of Run2 data are processed 0== Run.-1 : : : .
—  Using Fermilab supported Database for constants management 0\»‘@*"‘1\3\)\‘\2\»&‘"z\y\‘"Q'Q\,sao‘l:\k,\aﬂ:@,\a{@
— Investing in computing offline production shifts and training
— Upgrading the offline data production workflow
— Improving and optimizing simulation, reconstruction and analysis codes
& Fermilab
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Fermilab Scientific and Computing Staff
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Ray Culbertson (Senior Scientist)

MuZ2e Computing and
Software Algorithm Developer
and Co-Leader

MuZ2e Software Workflow
Developer

Rob Kutschke (Senior Scientist)

Mu2e Computing and Software
Co-Leader

Operations Mu2e L2 for Data
Processing and Computing

James Stapleton (Research
Associate)

g-2 Software Release Co-
manager

Muon Spin Precession
Algorithm Developer

12/16/20 Computing for the Muon Program

Jessica Esquivel (Research
Associate)

g-2 Kicker Magnet Data Quality
Manager

g-2 Kicker Magnet and
Electrostatic Quadrupoles
Simulation Developer

Alessandra Luca (Research
Associate)

g-2 Tracking Software Co-
manager

g-2 Tracking Algorithm
Developer

Leah Welty-Rieger (Technical Aide)

g-2 Data Production Manager
g-2 Simulation Developer
Website Designer

Hd
e
Lisa Goodenough

(Applications Physicist)

Software Upgrader
g-2 Software Release
Co-manager

Adam Lyon
(Senior Scientist)

Scientific Computing
Division Liaison
Organized the g-2
Computing Ecosystem

g-2 Simulation Developer
and Leader

Database Algorithm
Developer

g-2 Software Infrastructure
Developer
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Names [ Tile | Conrbuton

Saskia Charity

Eric Flumerfelt

Andrei Gaponenko

Krzysztof Genser

Iris Johnson

Manolis
Kargiantoulakis

Kyle Knoepfel

James Mot

Pasha Murat

Ron Rechenmacher

Ryan Rivera

Research Associate

Computational Physics Developer

Scientist

Computational Physics Developer

Electrical Engineer Student

Research Associate

Application Developer and System Analyst

Wilson Fellow

Senior Scientist

Electrical Engineer

Electrical Engineer

12/16/20 Computing for the Muon Program

Field Production Manager
Field Software and Algorithm Developer

Data Acquisition Software Developer and Leader

Offline Software and Infrastructure Developer

Head of the Geant4 Support

Firmware and Software Algorithm Developer

Muon Spin Precession Simulation Developer
Quadrupole Algorithm Developer
Machine Learning Group Leader

Head of the Experiments Software Framework (art)
Former Tracking Software Co-manager

Tracking Algorithm Developer
Data Monitoring Algorithm Developer

Simulation Co-Leader

Data Acquisition Software Developer

L2 Manager for Data Acquisition System
Data Acquisition Software Developer and Designer

G 2
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Joined Muon g-2 as a Fermilab Research Associate in 2014
Developed the tracking software infrastructure and algorithms
Integrated and maintained the software code

Developed simulation and geometric tools

Prepared the data production tools and workflow for pre-operations

Implemented tools for accessing the database

Serving as co-coordinator for the offline team

Tammy Walton
(Associate Scientist)

Promoted to an Associate Scientist (Aug. 2020) in the Scientific
Computing Division

$& Fermilab
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Muon g-2 Computing
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* Run-1
— Most of the offline team consists of graduate %
students and postdocs, where many people served

multiple roles
38- The dat duced usi r ration
z Muon g-2 (FNAL) — The data were produced using various operatio
X configurations
2 6; Run-3
®©
E — Many subsystems were used to determine the data
3 47 ' quality
+ Run-2
(b}
2 21 i — The calorimeter detectors required serval types of
o calibration constants
Ru
L ® 9 o N o o
W \'50\‘\ x@"‘ \'30\"‘ \’)a(\«z, \W}x‘" '\@"L — Managing all the various conditions, resulted in
ot ° o © © 9 o multiple processing of the data

— The processing iterations for the offline data caused
the physics analyses to be delayed

$& Fermilab
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Serving (around October 2019) as co-coordinator for the offline team for Run 2 and beyond

Tammy Walton

Spokespersons
(. Polly / G. Venanzoni

Analysis Coordinator
D. Hertzog

~\

A. Lyon

Scientific Computing Division Liaison )

Offline Computing and Simulations W

L. Li / T. Walton

Release Manage
J. Stapleton

|

Simulation
R. Fatemi

|

Data Quality
F. Gray

Nearline Production Manager
J. LaBounty L. Welty-Reiger
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Z
g Muon g-2 (FNAL) e Runs-2and3
26 '
©
2 — Arobust system was developed to prevent similar
3 4 production challenges
+
(Y
2 2 — The raw data size for Run 2 and 3 are about 3 x
o larger than Run 1
Run-1
0 ® 0 O O
A A W ) ) \
" e ,\,)0\ KQ ,\,30\ 0\,36(‘ & e " e

$& Fermilab
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Raw e */ cumulative (x BNL)

Muon g-2 (FNAL) \ Data are divided into subsets based on physics and operations
Run-3
Subset A Subset
Run-
Subset B
Run-1 T
W A WO W O ®
) A\
0\_\3\0\\ Q,\,so Q\xx\a‘l Q,\,)“ 0\,39“ Q\kx\a‘ 0\»‘@%
2.0
1.5
Production Datasets A B C D1 D2 E _F G i -I
Josh/Hannah Datase%so A B C D E F G H
0.5
0.0 24500 25000 25500 26000 26500 27000 27500
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I 8 \ g . .
Z | Muon g-2 (FNAL) \ Data are divided into subsets based on physics and operations
E 6 Run-3
z Subset A Subset C
E
3 4
v Run-
o P Subset B
z 2.
&
Run-1
0 , =1

Wo [\ ) ) 0 0 0
3 N ) N ¢ N
NI N IO R e\
o\ Q I\ Q Q oM I

Applications to the raw data:

Apply calibration and alignment constants
Reconstruct the calorimeter and tracker data

Verify the integrity and quality of the data using subsystems such as the electrostatic
quadrupoles, kicker magnets, TO counter, the site location of the data, and much more

$& Fermilab
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Raw e */ cumulative (x BNL)

WD WD ) ) 0 y
N\ \Y
Q\N\"’* > 0\,\!\"”\‘ > 0\,5’6“ 6\,\!\""
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Muon g-2 (FNAL)

e

'\ Data are divided into subsets based on physics and operations

Run-3

Subset A

Subset (

Subset B

Implemented Processing the

Run-1

20 0
Qv

12/16/20 Computing for the Muon Progr

Rolling Production Workflow

@’IWM uoianpoig Buijjoy o oia nng

Stage 1

Stage 2
Stage 3
Stage 4

Process the data in
multiple stages

time —

L. Gibbons
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Muon g-2 (FNAL)

e

'\ Data are divided into subsets based on physics and operations

Run-3

Subset A

Subset (

Run-

Subset B

Implemented Processing the

Run-1

Q 20
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Rolling Production Workflow

@’IWM uoianpoig Buijjoy o oia nng

Sta ge 1 Subset A Subset B Subset C
Sta ge 2 Subset A Subset B Subset C
Stage 3 Subset A Subset B
Stage 4 Subset A
time — L. Gibbons




3% Fermilab
leading the charge
Sta g e 1 Subset A Subset B Subset C
Sta g e 2 Subset A Subset B Subset C
I
Sta g e 3 Subset A Subset B
Stage 4 Subset A

X FRALY

Shanghai Jiao Tong University

UNIVERSITY of
WASHINGTON

Cornell University

K time — L. Gibbons j

v

-,

INFN

Collaborative efforts between Fermilab and universities

L-/ Istituto Nazionale
di Fisica Nucleare

SEZIONE D1 PISA

% University of Argo nNe é

Kentucky
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 Run-1
— Most of the offline team consists of graduate %
students and postdocs, where many people served

RECAP

multiple roles
3 9 The dat duced using various operation
Z Muon g-2 (FNAL) — The data were produced using various operatio
% configurations
2 6; Run-3
®©
E — Many subsystems were used to determine the data
3 47 ' quality
+ Run-2
(b}
2 21 i — The calorimeter detectors required serval types of
= calibration constants
Ru —
0_
W e — Managing all the various conditions, resulted in
ot o multiple processing of the data

— The processing iterations for the offline data caused
the physics analyses to be delayed

2% Fermilab
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Do

«  Managing constants for Run 1

— Used a file system for managing the many systems
calibration and data quality constants

j |
Z Muon g-2 (FNAL) — Created errors
>
O 6- Run-3
> .
= We must handle many file types
=
g 4 Output files
T I Event
(\J Data
+ Run-2 Files
(¢]
ocal Database
; 2 . ¥ Slt_oragle Worker (calibruiions,
('U on node Node conslanls)
14 [won't discuss]
Ru
L > g' Ql 0' Q' 0' f
WA N\ N\ ) ) ) Large Auxiliary Files Application and smaller]
2\ N > O 20 e ) (Geometry, particl iliary fi
0’\"h '\'5 ’\h ‘\'3 0’\'3 Q\ﬂ Q‘\»‘\ Iib?:r?;i,rZuEI::(:I‘;:ns auxiliary files
not in DB, overlay
files)
[handle like event data files]
Picture from Adam Lyon

$& Fermilab
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© Muon g-2 (FNAL)
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I
3
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Run-1
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Managing constants for Run 1 >
2

— Used a file system for managing the many systems
calibration and data quality constants

— Created errors

Solution for Run 2 and beyond

— Decided to use Fermilab supported constants
database for managing constants

— Implemented the workflow

2% Fermilab
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Stage 1

Subset A

Subset B

Subset C

Stage 2
Stage 3
Stage 4

Subset A

Subset B

Subset C

Subset A

Subset B

Subset A

time —

L. Gibbons

@
—> Perform the minimal
reconstruction to extract files

needed for constant
analyses.
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Stage 1 Subset A Subset B Subset C
: Stage 2 Subset A Subset B Subset C
" Stage 3 Subset A Subset B
Stage 4 Subset A
time - L. Gibbons
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and Database stage
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Calibration constants analysis and Database stage

ConDBWorkFlow.png

Tammy Walton, 07/26/2019 12:40 PM

Calibration / / Write JSON or cSv ] Includes some automation of file managing. Needed I
Simulation - ( file per timestamp to prevent users from exceeding /gm2/data disk gm2db/utils/ConDBJsonFileWriter_service.hh
Analysis \ (1ov) A Qquota, writing > 2000 files in a directory on dCache,
——— etc.
/ Loac/and ~Write a data product |
U conbutalots ios doststetnaenl || Yors 0N IZE the | —— - - to store your Lives in gm2dataproducts/conDB

LA \< constants ]
_database _ —— —

Development TESTING - Validation
H Database - - Scripts

Ve - Mi R e _—\\I ~~ Condition Database | Calibration Data |

( igration Script - copy and \ 1\ Abstract Service / Product
\ versionize the data into the N ~——_ - '
~——_ database — | T Wi l

Intervals of Validity (I0V) ‘T o S

« Run I /-—--"—-User Database Service uses cm‘nmon—_“‘—»> |

. methods from the base dass and puts
* Run Range Production _— I \‘n»_‘__data into art record according to ov___— l
* Run-subrun Database | — —_—— |

* Run-subrun range I !

+ Real time Reconstruction/Physics |
| Analysis |

$& Fermilab
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Calibration constants analysis and Database stage

ConDBWorkFlow.png

Tammy Walton, 07/26/2019 12:40 PM

Includes some automation of file managing. Needed
to prevent users from exceeding /gm2/data disk
quota, writing > 2000 files in a directory on dCache,

gm2db/utils/ConDBJsonFileWriter_service.hh

etc.

Calibration / / Write JSON or CSV ™
Simulation - file per timestamp
Analysis _ (1ov) A
" Loadand
£m2db/conDaScripts/LoadDataDevDB py verspmze the
data into the
_database

’__-\

Wme adata produc( N
to store your
constants ____/

Lives in gm2dataproducts/conDB

Development
Database

Validation

[y s [
Scripts

~Production Database /"'
Migration Script - copy and
versionize the data into the
database

"

Intervals of Validity (I0V)

Run

Run Range

Run = subrun
Run- subrun range
* Real time

Condition Database
\\ Abstract Service

| calibration Data
Product

Database

< methods from the base dass and puts >
\»_‘__dgta into art record according to ICLV__,;—-"

Reconstru*n/Physacs

Analysis

I
I
I
I
_—User Database Service uses common ———_ |
I
I
I
|

Does not require experts!
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Stage 1

Subset A

Subset B

Subset C

Stage 2
Stage 3
Stage 4

Subset A

Subset B

Subset C

Subset A

Subset B

Subset A

time —

L. Gibbons
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Steady and stable implementation of the rolling production includes

many datasets that are processed at various time.
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Instituted a system to include production shifters monitoring the

data processing

Date Stage Name | Shifter's Name
2020/08/12-08/18 | Pre-production | Leah (expert) + Jason, Elia (shadow)

2020/08/12-08/18 | Database Tammy (expert) + Laura, Maria (shadow)

Dataset Name
gm2pro_daq_raw_run3_PreProd_N,0

gm2pro_daq_raw_run3_PreProd_N

2020/08/12-08/18 | Full production | Liang (expert) + Lorenzo, Zhaolin (shadow) K gm2pro_daq_offline_run2E,F

2020/08/12-08/18 | Subrun DQC | Fred (expert) + Josh, Paolo (shadow)

gm2pro_dagq_offline_run2E,F

New entry - electronic logbook

12/16/20 Computing for the Muon Program

& dbweb8.fnal L t+Checklist
Textile formatted: (] Teytie help
Email new entry to:
v add >
/eck-support@inal gov
talbahri@hep.ph.liv.ac.uk (Albahi, Talal)
dervin@inal gov (Allen, Dervin)
allspach@nal gov (Allspach, Del)
gov (Angelus, John)
Entry Subject: ‘
4
Q. Run period: [RUn2v.
Q2. Raw production datasetname: | | provided by Pre-production shifter
Q3.Isdatasetprestages [ ] finosee
Production wiki on how to pre-stage a dataset

Q4. Number of files in datasets:

Q5. Name of the Full Production campaign stage:

Q7. Verify the flow of POMS production campaign:

Q8. Post screen shots of the POMS campaign Stage and Job Type:

Q9. POMS campaign is launched successfully:

Q10. Setup future launches:

Q11 Post screen shot of the future launches page:

—

[m]

[ seeproductonwi
=}

o

See Production wiki

(@] See Production wiki
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15% of the data are

| ready for analyzers
>

100% of the data are
» ready for analyzers

3 8+
=
) Muon g-2 (FNAL)
>
.029 6 - Run-3
©
3
E 4.
o
+ Run-2
(b]
> 2]
4
Run-1
0 e o 3 .0 N N o
WA WS A A ) o) o)
N O N N N 2 N
AW T W AT AT A

Preparing to include the in-progress Run-4 data!
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Conclusions 2

« The muon programs at Fermilab are privileged to advance computing .
resources

* Fermilab scientists and computing professionals continue to lead the
experiments in the development, integration, and production of data and
software codes

$& Fermilab
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