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Introduction (1)

- CNN-based data selection has been demonstrated to show excellent 
performance on DUNE FD Monte Carlo simulations, classifying images 
from the collection plane of a single APA (over a full drift) as containing 

- A single High Energy (HE) interaction (including neutron-antineutron oscillation, proton 
decay, atmospheric neutrino interaction, or cosmic ray muon)

- A single Low Energy (LE) interaction (including a supernova neutrino interaction)
- Electronics Noise and radiological Backgrounds (NB) only.

- High efficiency and low mis-ID rate has been demonstrated, as well as 
fast inference on GPU, capable of keeping up with total detector rate.

- See docdb-11311 and IEEE-paper.
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https://docs.dunescience.org/cgi-bin/private/ShowDocument?docid=11311
https://ieeexplore.ieee.org/document/8909784


Introduction (2)

- Inference on GPUs is still not ideal:
- Power consumption is a concern for a potential future application for DUNE.

- In the past few months, we have been investigating alternate hardware 
architectures for acceleration of ML algorithms:

- FPGAs: Much more power-aware platform than GPU.
- FPGA resources available in the current FD DAQ design could be leveraged for more 

advanced DS.
-

- FPGAs are more being widely used in high energy physics, especially in 
triggering/data selection (See, for example, Phil Harris’s Talk at FPGA 2021).
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https://www.dropbox.com/s/ua0dtsjmrkelw92/PCH_FPGA_21_02.pdf?dl=0


Introduction (3)

- I will be showing results from the training and testing of six (6) distinct CNN’s 
- These CNNs have different number of layers and parameters, and are trained with 

and without “quantization” (arxiv:2006.10159), in an attempt to utilize fewer resources 
on FPGA

- CNN 01
- Quantized CNN 01
- CNN 02
- Quantized CNN 02
- Downsized CNN 02
- Quantized Downsized CNN 02

- I will be showing results in terms of network accuracy for implementations of 
each network on CPU/GPU vs FPGA, with the latter utilizing hls4ml to translate 
each network into interpretable language for FPGA
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https://arxiv.org/abs/2006.10159


Note: hls4ml tools

- High Level Synthesis: a process where an algorithmic description for a task is 
implemented on a hardware.

- hls4ml (official doc): Designed tool developed by particle physicists and computer 
scientists to enable implementations of ML algorithms on FPGAs. 

- Various network architectures with 2D convolutional layers can be tested on Python 
API using DUNE simulated input images.

- Quantization-aware training (arxiv:2006.10159) through network quantization for a 
given CNN architecture is supported in the Python API. 

- hls simulation & implementation on the target FPGA is supported.
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https://fastmachinelearning.org/hls4ml/
https://arxiv.org/abs/2006.10159


CNN input image preparation

- The raw collection plane readout of one APA from DUNE 
simulated events are zero-suppressed.

- Contiguous rectangular regions over threshold ADC are 
selected as 2D region-of-interests (ROIs).

- The ROIs are resized to 64x64.

6
64x64 ROIs for HE, LE, NB figure 
excerpted from (Fig. 3. IEEE-paper)

NB 
(noise/background)

LE (low-energy 
interaction)

HE (high-energy 
interaction)

Training set 
size

12,023 12,050 10,137

Testing set 
size

4,027 3,970 3,417

https://ieeexplore.ieee.org/document/8909784


CNN 01 
Keras  Accuracy: 0.950

hls4ml Accuracy: 0.784

Keras NB LE HE

trueNB 99.45% 0.55% 0%

trueLE 3.83% 94.23% 1.94%

trueHE 3.37% 6.14% 90.49%

hls sim. NB LE HE

trueNB 98.14% 1.84% 0.02%

trueLE 6.57% 89.1% 4.33%

trueHE 19.37% 37.72% 42.90%

7



Quantized CNN 01
Keras  Accuracy: 0.932

hls4ml Accuracy: 0.932

Keras NB LE HE

trueNB 99.3% 0.7% 0%

trueLE 4.33% 92.9% 2.77%

trueHE 5.09% 8.34% 86.5%

hls sim. NB LE HE

trueNB 99.3% 0.7% 0%

trueLE 4.33% 93.12% 2.54%

trueHE 5.26% 8.78% 85.95%
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CNN 02 
Keras  Accuracy: 0.945 

hls4ml Accuracy: 0.607

Keras NB LE HE

trueNB 99.5% 0.50% 0%

trueLE 3.98% 93.25% 2.77%

trueHE 3.25% 6.58% 90.17%

hls sim. NB LE HE

trueNB 98.06% 0.25% 1.91%

trueLE 22.75% 10.6% 66.65%

trueHE 21.54% 3.72% 74.74%

9



Quantized CNN 02 
Keras  Accuracy: 0.952 

hls4ml Accuracy: 0.946 

Keras NB LE HE

trueNB 99.73% 0.27% 0%

trueLE 4.16% 95.06% 0.78%

trueHE 3.78% 8.08% 88.15%

hls sim. NB LE HE

trueNB 99.53% 0.47% 0%

trueLE 3.98% 95.79% 1.23%

trueHE 3.60% 5.77% 90.64%
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Downsized CNN 02 

Keras NB LE HE

trueNB 99.48% 0.52% 0%

trueLE 3.70% 94.38% 1.92%

trueHE 3.01% 6.50% 90.49%

hls sim. NB LE HE

trueNB 99.53% 0.47% 0%

trueLE 4.94% 93.12% 1.94%

trueHE 21.22% 40.12% 38.66%
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Keras  Accuracy: 0.950 

hls4ml Accuracy: 0.791 



Downsized Quantized CNN 02 Keras  Accuracy: 0.946

hls4ml Accuracy: 0.945

Keras NB LE HE

trueNB 99.48% 0.52% 0%

trueLE 3.90% 94.79% 1.31%

trueHE 3.31% 8.08% 88.61%

hls sim. NB LE HE

trueNB 99.48% 0.52% 0%

trueLE 3.93% 95.19% 0.88%

trueHE 3.31% 8.93% 87.77%
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Downsized CNN 02 Resource Usage 
Xilinx FPGA (xcku115-flvb2104-2-i)

BRAM (Block RAM) : stores data

DSP (digital signal processor) : computes multiplication 

and arithmetic

FF (flip-flops) : registers data in time with the clock pulse

LUT (look-up table) : performs logic function 13



Downsized Quantized CNN 02 Resource Usage
Xilinx FPGA (xcku115-flvb2104-2-i)
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BRAM (Block RAM) : stores data

DSP (digital signal processor) : computes multiplication 

and arithmetic

FF (flip-flops) : registers data in time with the clock pulse

LUT (look-up table) : performs logic function



Performance summary of networks

- Overall ~94-95% accuracy could be achieved in simple networks.
- Quantization-aware training (QAT) does not cause accuracy loss in hls inference.
- Downsized networks with reduced number of trainable parameters can be implemented in the 

target FPGA (with significant resource margins).

Network Number of 
trainable 
params.

Accuracy 
from CPU 
inference

Accuracy from 
hls inference

Latency on Xilinx 
FPGA 

(xcku115-flvb2104-2-i)

Resource Utilization on Xilinx FPGA 
(xcku115-flvb2104-2-i)

BRAM (%) DSP (%) LL (%) LUT (%)

CNN 01 242,499 94.95% 78.46% NA NA

Q CNN 01 242,499 93.24% 93.16% NA NA

CNN 02 149,923 94.53% 60.66% NA NA

Q CNN 02 149,923 95.21% 94.64% NA NA

Downsized CNN 02 1,395 95.01% 79.08% 23.4 µs 4% 24% 5% 9%

Downsized Q CNN 02 1,395 94.59% 94.48% 23.395 µs 2% 16% 4% 9%
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Summary

● Simple ML networks with only single or double 2D convolution layers can achieve ~95% 
tagging accuracy for noise/background, low energy, and high energy simulations (raw 
ADC values).

● Quantized networks (QCNN 01, QCNN 02, downsized QCNN 02) did not show 
accuracy drop in hls simulation.

● Significant downsizing (~100x reduction of trainable parameters) enabled the hls 
synthesis on our target FPGA, allows reaching 23 µs inference and promising resource 
utilization; the inference accuracy was maintained. 

● Further network architecture optimization, possibly in combination with quantization 
aware pruning (arxiv:2102.11289), can be studied in near future.
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https://arxiv.org/pdf/2102.11289.pdf


Back up
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Classification performance from GPU study
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CNN implementation through hls4ml

● hls4ml installation & set-up (github repo.)
● Define network
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https://github.com/fastmachinelearning/hls4ml


CNN implementation through hls4ml

● Train and save model using Keras
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CNN implementation through hls4ml

● Converse Keras model to hls model
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CNN implementation through hls4ml

● Compile hls model, predict the accuracy
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CNN implementation through hls4ml

● Building hls synthesis, RTL implementation (vivado_hls -f build_prj.tcl)
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CNN implementation through hls4ml

● Read vivado report on RTL implementation
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Vivado HLS implementation flow 
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QKeras: 
Post-Training Quantization vs. Quantization-aware training (QAT)

● Network Quantization : 
- Reducing the precision of the calculations for weights, bias, inputs.
- FPGA uses fixed-point representation. 
- Allow optimization of resource usage; crucial for fast machine learning.

● Post-training quantization :
- Weights and activations can be quantized after the training. 
- Possible degradation of accuracies.

● Quantization-aware training (QKeras) :
- Layers in Keras are replaced with QLayers in QKeras, specifying kernel_quantizer with desired 

fixed-point precision.
- The span of weights in each layer can be profiled prior of training, to decide suitable precision.
- Achieve better accuracy than post-training quantization.

0101.1010011101
integer     fractional


