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Idea of Monitoring Slow Signal



Checking ACNET data
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Now we record a log on the TSD SharePoint



Example
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• E:TPCT28 and E:TPCH29 jumped
• E:TPCH29 is a constant after a big jump



• “Slow” signal is monitoring infrastructure
– Temperatures, pressures, flows, humidities, impurities, level 

gauges, currents, voltages, resistivities, radiation levels, on/off 
(binary)

– Wide time range (every second to hours)
• Sensor often broken by radiation, humidity, temperature
• Need to look at multiple-signal to assess whether a strange 

signal is due to some incident or just broken sensor

Characteristic of slow signal
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• Plan to build a small monitor system
• Set up data server

– thudpucker.fnal.gov
• Group data based on their correlation 

– E:BAFT1-3, E:TGTPWR
– E:MGSMPD[104-106], E:MM1-3GPR
– G:RD1228-1230, E:TGTPWR
– G:RD1226, E:THDFP2, G:WINDSP, G:WINDIR
– E:CHMPBTC, E:CHMH2O2, E:CHMLVL, E:CHMSTS, E:CHMFLO, E:CHMWHR

• Make AI script to monitor them
• Increase the number of groups and integrate 

Strategy to build slow monitor system
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• Michael Kriss is the system manager of TSD Linux
• He suggests us to use thudpucker

– I guess that the machine name came from Michael… 
• He also suggests us to apply a container

– No machine dependence
– Easy to maintain

• Add/remove apps in container for version control
– It becomes more standard way

• Worth to learn, I guess
• He only created an account for Katsuya (me), I should test the machine by 

myself…
– I installed a Docker Anaconda3 
– I guess I know more about Docker

• He created accounts for Athula and Sudeshna this morning
– We will fix a minor issue (how to save the container???)
– We will ask Michael to open more accounts for colleagues

Progress of TSD monitor Linux

1/28/21 Slow Signal, Yonehara6


