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Motivation

● Data is moved from origin to the job site over the network.
● Even if the data file is reused by multiple users, it still has to be transferred 

over the network n times.
● Resolution: Stashcache [see more]
● Create a proxy web-app which redirects users to the XCache site closest to the 

job site based on GeoIP. 
● Deployed using Kubernetes Pods, the redirector can scale vertically and 

horizontally.
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https://docs.google.com/presentation/d/1Bzbgav4iwpuabQ7FSoilJVqU_27wjhjg2CRJcGU_1T8/edit#slide=id.g6f7499434a_0_107


How Stashcache Works
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Our Proposal
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Overview

● Deploy Python (Flask based) app behind an Apache web-server on a 
Kubernetes Pod.

● Create Ingress to host the web-app on a public url.
● Use the Horizontal Pod Autoscaler API to make sure pod is automatically 

replicated when:
○ CPU Usage exceeds threshold.
○ Requests-per-second for the ingress exceed threshold.

Important for when put into production

● Run tests to make sure things work with HTCondor.
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Python Web App

● HTTPS GeoIP Redirector: [Github]
○ Flask based web app which returns a redirect request.
○ Calls OSG-Oasis GeoIP Web App to locate the nearest Cache of the client's IP
○ https://geoip-https.nautilus.optiputer.net

○ File at subpath /foo can be accessed like:
■ https://geoip-https.nautilus.optiputer.net/foo

○ User IP and closest cache is memorized so that re-visiting users can be looked up quickly.
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https://github.com/aaarora/geoip-redirector/blob/master/https/FlaskApp/__init__.py
https://geoip-https.nautilus.optiputer.net/
https://geoip-https.nautilus.optiputer.net/


Merits

● Eliminates the need for cvmfs
○ Allows GeoIP federation to work with standard tools like curl and gfal-copy as opposed to 

stashcp
○ Allows us to do all this in about 60 lines of code as opposed to modifying XRootD source code.

● In HTCondor submit file, transfer_input_files = https://<url>/foo
○ Issue with HTTPS authentication options
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Deployment

● Minimalistic deployment built over OSG Software base image.
● Dockerfile
● Pod Port forwarded to Kubernetes Service which is exposed to the web using 

a Kubernetes Ingress.
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https://github.com/aaarora/geoip-redirector/blob/master/Dockerfile


Autoscaling

● To avoid a central bottleneck, the redirector can be autoscaled using built-in 
Kubernetes tools

● Kubernetes Horizontal Pod Autoscaler replicates pods when the defined 
thresholds are exceeded.

●

9



Integration with HTCondor (8.9.11)

● Getting files works using gfal-copy and curl:
○ X509_USER_PROXY=./cert.pem gfal-copy https://geoip-https.nautilus.optiputer.net//foo 

file:///bar
○ curl https://geoip-https.nautilus.optiputer.net//foo -o ./bar --cert ./cert.pem 

● Condor Integration works only with http.
○ Condor get transfer_input_files using curl but there is no option to specify cert
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https://geoip-https.nautilus.optiputer.net//foo


Use Case (HTTPS)
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In HTCondor (HTTP)
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HTCondor HTTPS
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Future Work
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● cvmfs runs integrity checks on all files, adding something similar to our 
deployment

● Alternate Solution:
○ Since every pilot has XCACHE_CLOSEST in its environment, the same 

can be done directly by condor,
■ Having Closest_Cache in the environment of the Job Sites.
■ Having something like transfer_input_files = 

ENV(XCACHE_CLOSEST)/myinputfile in the submit job to do it 
directly

● Make sure HTTPS works
● Integration with sci-tokens

○ If job has a token, condor uses token to interact with the web app.
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Backup
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Use Case (HTTP)
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Same Command From East Coast (HTTP)
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Same with gfal-copy
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