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Implemented
auto-reset
and tested



Auto-reset based on endpoint lock status
• After endpoint reset, a 

programmable 32-bit counter is 
started (10ns – 42.95s)

• After counter rolls over, endpoint 
status is continuously monitored for 
when stat != 0x8

• If stat !=0x8, endpoint is reset, 
counter is restarted, monitor again

• If a programmable 4-bit #re-tries is 
exceeded, ERROR bit is generated
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Status=0x0, counter=40ns, retries=3

Status=0x0, counter =10s, retries=16
(ILA window not long enough to capture full re-sync,
But re-trigger shows always re-sync after pdtbutler … reset)



Notes / Questions
• This FW block mitigates against single bit errors in the timing stream that cause unlock

 When this block operates, timestamps will go to all zeros, so DAQ will know timestamps are invalid
 If the timing endpoint cannot be recovered, we can insert the error bit in the datastream

• Is auto-reset a reasonable way to do this?

• Limits of operation?
 How long does a typical re-sync take?
 How many re-tries should we allow?

• Are there plans to make the endpoint auto-recover by re-syncing on the data stream?
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Try this next?
Any advice?



Backup
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Setup
• Everything tested with rev A FMC card

• Below pdtbulter io PRIMARY reset command is used to trigger a “fail” condition
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Auto-reset based on endpoint lock status
• Endpoint remains running if no 0x8 status 

change
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In Xilinx project
• Block is independent of endpoint
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