
Experimental studies of energy 
correlators and spin effects at LHC

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Benjamin Nachman
Lawrence Berkeley National Laboratory

bpnachman.com @bpnachman bnachman
bpnachman@lbl.gov

September 27, 2021

EF05 Topical 
Group Meeting

http://cern.ch/bnachman


2              Disclaimer

This talk is not meant to be comprehensive.  I will give 
a few examples and comments to spark discussion.

!

I will use examples entirely from ATLAS (but this is not on 
behalf of ATLAS).  Some (but not all) of the time, CMS has 

a corresponding measurement with similar precision.

(although we don’t always agree on core analysis 
decisions - let’s discuss that, but another day!)



3Why correlations?
We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties
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We can study QCD 
entanglement from 

correlations in the radiation 
patterns of pairs of jets.

An exciting laboratory 
for this work is boosted 
W bosons, a copious 

source of singlet → jets.

Example 1: Jet pull

We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part I: Jet Pull
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θP = How much the radiation from 
one jet “leans” toward the other.

W boson → two jets

Eur. Phys. J. C 78 (2018) 847Example 1: Jet pull
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We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part I: Jet Pull

???
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W boson → two jets

Here is an observable 
where we can’t 

distinguish between 
“entanglement” turned 

“on” and “off” !

Theory predictions are 
challenging, but in 

development 
(see A. Larkoski, S. Marzani, C. 

Wu, PRD 99 (2019) 091502)

Eur. Phys. J. C 78 (2018) 847Example 1: Jet pull
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We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part I: Jet Pull

???



Example 2: g → bb

Gluon splitting to bottom 
quarks gives us the only 
~pure access to QCD 

splitting functions.

(and of course, this is 
a very important 

process for Higgs)

instead of parton-splitting e�ects) and were limited in their kinematic reach due in part to small datasets
and low momentum transfers.

The high transverse momentum and low angular separation regime for g ! bb̄ can be probed at the LHC
using b-tagged small-radius jets within large-radius jets. This topology is used to calibrate b-tagging
in dense environments [50–52] and is studied phenomenologically [53, 54]. The measurement shown
in this paper builds on these studies by using data collected by the ATLAS detector from

p
s = 13 TeV

pp collisions in order to perform a di�erential cross-section measurement of g ! bb̄ inside jets at high
transverse momentum – see Figure 1 for a representative Feynman diagram. Small-radius jets built from
charged-particle tracks are used as proxies for b-quarks and can be used as precision probes of the small
opening-angle regime.

This paper is organized as follows. After a brief introduction to the ATLAS detector in Section 2, the
data and simulations used for the measurement are documented in Section 3. Section 4 describes the
event selection and Section 5 lists and motivates the observables to be measured. The key challenge
in the measurement is the estimation of background processes, which is performed using a data-driven
approach illustrated in Section 6. The data are unfolded to correct for detector e�ects to allow direct
comparisons to particle-level predictions. This procedure is explained in Section 7 and the associated
systematic uncertainties are detailed in Section 8. The results are presented in Section 9 and the paper
concludes with Section 10.

q

g

q

b

b̄

Figure 1: A representative diagram for the high-pT g ! bb̄ process studied in this paper.

2 ATLAS detector

The ATLAS detector [55] is a multipurpose particle detector with a forward/backward-symmetric cylindrical
geometry. The detector has a nearly 4⇡ coverage in solid angle1 and consists of an inner tracking detector,
electromagnetic and hadronic calorimeters, and a muon spectrometer. The inner detector (ID) is surrounded
by a superconducting solenoid providing a 2 T magnetic field and covers a pseudorapidity range of |⌘ | < 2.5.
The ID is composed of silicon pixel and microstrip detectors as well as a transition radiation tracker. For
the LHC

p
s = 13 TeV run, the silicon pixel detector has been upgraded to include an additional layer

close to the beam interaction point [56]. The lead/liquid-argon electromagnetic sampling calorimeters
measure electromagnetic energies with high granularity for the pseudorapidity region of |⌘ | < 3.2. Hadron

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle as ⌘ = � ln tan(polar angle/2).

3
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We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part II: g → bb̄
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2 ATLAS detector

The ATLAS detector [55] is a multipurpose particle detector with a forward/backward-symmetric cylindrical
geometry. The detector has a nearly 4⇡ coverage in solid angle1 and consists of an inner tracking detector,
electromagnetic and hadronic calorimeters, and a muon spectrometer. The inner detector (ID) is surrounded
by a superconducting solenoid providing a 2 T magnetic field and covers a pseudorapidity range of |⌘ | < 2.5.
The ID is composed of silicon pixel and microstrip detectors as well as a transition radiation tracker. For
the LHC

p
s = 13 TeV run, the silicon pixel detector has been upgraded to include an additional layer

close to the beam interaction point [56]. The lead/liquid-argon electromagnetic sampling calorimeters
measure electromagnetic energies with high granularity for the pseudorapidity region of |⌘ | < 3.2. Hadron

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the center of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam pipe. The
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We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part II: g → bb̄
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We can use correlations between jets/hadrons as 
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Correlations Part II: g → bb̄
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polarized” in data than in 

our predictions.  Slight 
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element corrections 
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We can use correlations between jets/hadrons as 
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We can use correlations between jets/hadrons as 
a way to expose emergent quantum properties

Correlations Part II: g → bb̄
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[Dreyer, Salam, Soyez, JHEP 12 (2018) 064]
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Key experimental 
challenge:  

tracking inside dense 
environments

First measurement  
of the Lund jet plane!   

…powerful tool for 
isolating hadronization, 
parton shower effects, 
and fixed-order effects
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21Categorizing all hard splittings

Key experimental 
challenge:  

tracking inside dense 
environments

First measurement  
of the Lund jet plane!   

…powerful tool for 
isolating hadronization, 
parton shower effects, 
and fixed-order effects
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Fig. III.6: Examples of parton shower configurations required to go beyond leading order.

the flavor-changing DGLAP kernels P
qq

Õ and Pqq̄. We will call this “triple-collinear" correction.
The calculation of these corrections has helped define a method to use the overlap with lowest
order to construct locally finite splitting rates at NLO. Numerically however, this correction is
expected to be small to modest. The soft limits of all the diagrams in Fig. III.6 was considered
in [898], which also included all necessary virtual corrections obtained by moving the cuts in
the individual diagrams in all possible ways. We will call this “double-soft" correction6. The
numerical e�ect of these double-soft corrections is expected to be appreciable.

In this study, we use the implementation of the triple-collinear and double-soft corrections
in Dire to produce NLO pseudo-data, with the aim of highlighting the characteristic new
features of either correction.

Events are treated as sets of particles, with each particle pi specified by its momentum
p̨µ

i
, mass, and particle-type. The events are rotated to a consistent orientation by vertically

aligning the second moment of the energy flow [899]. This is accomplished by diagonalizing
the spatial component of I

µ‹ =
qM

i=1 Eiv
µ

i
v‹

i , where vµ

i
= pµ

i
/Ei is the particle velocity. As a

machine learning architecture to process the entire events in their natural representation as sets
of particles, we use Particle Flow Networks (PFNs) [895] (see also Ref. [900]). Intuitively, PFNs
learn a collection of additive observables which are processed by a fully-connected network. A
PFN acts on an event with M particles pi as PFN({pi}

M

i=1) = F
1qM

i=1 �(pi)
2
, where F and �

are parameterized by dense networks. The network sizes of F and � are identical to those in
Ref. [895], with a latent space dimension of 256. The train, validation, and test set sizes were
175k, 10k, and 15k, respectively. The PFN classifiers were trained for 25 epochs with a batch
size of 500.

Receiver operating characteristic (ROC) curves from the machine learning classifiers are
presented in Fig. III.7. These curves show the performance of a classifier designed to distinguish
the default simulation from one that includes either the triple collinear splitting function or

6 It should be noted that there is overlap between the triple-collinear and double-soft limits. A complete
di�erential calculation that consistently (i.e. without overlap) includes all components has yet to be produced.
Thus, we assess the potential to find observables that discriminate between leading-order and next-to-leading
order results separately, for triple-collinear, and for double-soft corrections.
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Fig. III.7: Receiver operating characteristic (ROC) curves for pseudo-data with and without the
triple collinear splitting functions (left) and with and without the double soft splitting functions
(right). The performance of a classifier using just the jet constituent multiplicity is compared
with a deep neural network acting on the full observable jet phase space. For reference, a
classifier that cannot distinguish between the two models is depicted with a dashed line. Better
classifiers are up and to the right.

the double soft splitting function. A neural network is compared with a simple classifier that
only uses the jet constituent multiplicity. We find that the triple-collinear corrections (which
integrate to the DGLAP kernels P

qq
Õ and Pqq̄) is di�cult to pinpoint. It is somewhat surprising

that the impact is almost vanishing. Furthermore, we find that double-soft corrections have
sizable impact, and can easily be filtered out of the data. This is expected, since the theoretical
description of soft gluons changes significantly. It is currently unclear what features the neural
network is using to distinguish the default simulation from the one that includes the double
soft splitting function. Figure III.7 indicates that the network is using more than just the jet
constituent multiplicity. Future studies will be required to identify a suitable observable to
measure (perhaps the neural network itself).

1.5 q/g tagging in VBF and VBS
Quark/gluon tagging is a key benchmark for jet substructure studies and has been extensively
studied elsewhere (see e.g. Ref. [737, 843]). Tagging quark jets in the context of VBF/VBS
analyses has also been explored recently by CMS [877]. With recent advances in q/g tagging
and with upcoming detector upgrades to extend q/g tagging capabilities in the forward regions
of ATLAS and CMS, it is prudent to revisit this important topic for VBF/VBS analyses. In
general, this task has two aspects: (1) using q/g tagging to distinguish electroweak signals from
continuum QCD backgrounds [12,874–876] and (2) using these techniques to di�erentiate signal
production mechanisms. In particular, VBF Higgs production can have a similar phenomenology
to gluon-gluon fusion Higgs production (ggH) produced in association with two jets. For various
global fits, it is important to be able to statistically di�erentiate the various production modes.

A further complication to q/g studies in general is that usually other analyses selections
are optimized first and then q/g tagging is applied near the end of a selection chain. This
can make the use of q/g tagging suboptimal and one may gain from relaxing other traditional
requirements (e.g. mjj or �÷jj) while tightening the q/g tagging selection. At Les Houches 2019,
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FIG. 1: The mutual information I� as calculated to
NLL accuracy with the one-dressed gluon to capture

NGLs. The lighter band reflects conservative theoretical
uncertainties.

FIG. 2: Plot of the dependence of the mutual
information on the size of the non-global contributions.
The parameter B controlling the size of the NGLs is

varied from 0.5 to 2.

With this result, we can then calculate the mutual infor-
mation I� as defined in Eq. (1).2

In Fig. 1, we plot the mutual information I� as cal-
culated from Eq. (13) as a function of the angular expo-
nent � for e+e� collisions at 1 TeV center of mass energy.
As expected, the mutual information is non-zero and in-
creases with �, reflecting the increasing importance of

2 While other non-global observables have appeared in the litera-
ture e.g. that of Refs. [50, 51], a key advantage of the use of mu-
tual information between IRC safe observables is that we have a
precise definition of the non-global correlations that are probed
in terms of an all orders factorization theorem. The above dis-
cussion defines precisely what this constitutes for the case of
hadronic jets in e+e�.

soft, wide angle emissions to the energy correlation func-
tions. The lighter band is representative of theoretical
uncertainties, determined by varying the natural scales
appearing in the double di↵erential cross section by fac-
tors of 2 and taking the envelope. While the uncertainties
are large, the increase of I� with � is robust.
It is interesting to study the sensitivity of the mutual

information I� to the size of the NGLs. We can demon-
strate this sensitivity by modifying the one-dressed gluon
by a coe�cient B to be

S
(1,NGL)
nn̄ (µL, µR;B) = 1�B

2CF

�0


�E

����log
↵s(µR)

↵s(µL)

���� (14)

+
�0

2CA

log�

✓
1 +

2CA

�0

����log
↵s(µR)

↵s(µL)

����

◆�
.

By varying B we can observe the corresponding response
of the mutual information. In Fig. 2, we plot the mu-
tual information I� for B = 0.5, 1, 2, without including
theoretical uncertainties. I� exhibits roughly linear de-
pendence on B, demonstrating that this observable is
very sensitive to both the value of ↵s and the size of
non-global e↵ects.

C. Including Non-Perturbative E↵ects

One can additionally include the e↵ects of non-
perturbative physics due to hadronization by convolu-
tion with a non-perturbative shape function [52, 53] be-
cause the energy correlation functions are additive ob-
servables. Korchemsky and Tafat [53] introduced a shape
function di↵erential in both hemisphere scales ✏L and ✏R,
F (✏L, ✏R). The non-perturbative distribution can then be
expressed as

�(e(�)2,L, e
(�)
2,R) (15)

=

Z
d✏L d✏R F (✏L, ✏R)�p

✓
e
(�)
2,L �

✏L

EL

, e
(�)
2,R �

✏R

ER

◆
,

where �p denotes the perturbative distribution. The
shape function is normalized:

1 =

Z
d✏L d✏R F (✏L, ✏R) , (16)

and has support over a region of size set by the non-
perturbative scale of QCD, ⇤QCD. The parametrization
of the shape function introduced by Korchemsky and
Tafat is

F (✏L, ✏R) = N

⇣
✏L✏R

⇤2

⌘a�1
e
� ✏

2
L

+✏
2
R

+2b✏L✏R

⇤2 . (17)

N is set by the normalization of the shape function, and
a, b, and ⇤ are parameters of the shape function. By
fitting data for heavy jet mass, they suggested the values
a = 2, b = �0.4, and ⇤ = 0.55 GeV. It is important to
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! more jet grooming

0.2 co
rre

la
tio

n 
co

ef
fic

ie
nt

0.5

0.4

0.3

N
or

m
al

iz
ed

 P
ix

el
 E

ne
rg

y

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

)η[Translated] Pseudorapidity (
-1 -0.5 0 0.5 1

)φ
[T

ra
ns

la
te

d]
 A

zi
m

ut
ha

l A
ng

le
 (

-1

-0.5

0

0.5

1

b b→ 1 →p p 
 = 125 GeV

1
re-showered with Pythia 8, m

N
or

m
al

iz
ed

 P
ix

el
 E

ne
rg

y

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

)η[Translated] Pseudorapidity (
-1 -0.5 0 0.5 1

)φ
[T

ra
ns

la
te

d]
 A

zi
m

ut
ha

l A
ng

le
 (

-1

-0.5

0

0.5

1

b b→ 8 →p p 
 = 125 GeV

8
re-showered with Pythia 8, m

Colorflow more pronounced when boosted;  
→ differential measurement (+tagging?)

Other observables: jet substructure correlations 
probe non-global effects in a clean way

Correlations Future



High energy, hadronic final 
states are unique probes 

of QCD’s emergent 
quantum properties

We need to think now about how we can design 
detectors, software, and computing to ensure future 

experiments can expand this growing physics program!
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