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Topics

● Organization Chart
● Timeline
● Funding
● MoU status
● Task Force on Quality Assurance / Quality Control (QA/QC)
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Org chart
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JUNE 2021 version
- Preliminary design review early 2022
- Final design review late 2023
- Production readiness 2024

Component production
Module assembly

- Detector installation 2028



Funding on US side

● Cost growth (excavation, installation, ND, contingency),
results in high peaks in funding need

● CD1RR new baseline
● Assume conservative and realistic funding

to allow to complete the planning
○ Flat funding
○ Sub-projects (FS-excav, FS-bdg, FS-det, ND-site, ND-det)
○ Adjusted organizational structure
○ Adjusted schedule to reduce peaks in funding, delay ND
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JUNE 2021 version
- Preliminary design review early 2022
- Final design review late 2023
- Production readiness 2024

Component production
Module assembly

- Detector installation 2028

2021 September NEW:
- Delay CD-2 by 1 y ?

FDR ?
- Delay CD-3 by 1-2 y ?

Production ?

Operation ND 2032 ?



Collaboration list
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ANL
Bern
BNL
Caltech
Cambridge
CSU
Fermilab
Houston
Iowa
JINR
Lancaster

Tufts
UC Berkeley
UC Davis
UC Irvine
UC Santa Barbara
U Colorado
UTA
Warwick
Wichita State
William and Mary
Yale
York

LBNL
Manchester
Minnesota Deluth
MSU
Pennsylvania
Rochester
Rutgers
Sheffield
SLAC
Syracuse

33 institutions



MoUs

● DUNE wide MoUs will define participation in the experiment
● There will be Annexes for consortia, e.g. ND-LAr

The annex for the ND-LAr will define:

● Scope / deliverables
● Which institution provides which item (or funds)
● Which institution contributes to which item

One annex listing all institutions, NOT on an institution-by-institution base
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General (main part) MoU

9

Forwarded to the RRB today



Annexes
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Main structure of annex

11

…

Univ of Bla Bla boss PCBs



Scope

131.02.03.02.01 Module Structure
131.02.03.02.02 HV
131.02.03.02.03 Field Structures
131.02.03.02.04 Charge Readout
131.02.03.02.05 Light Readout
131.02.03.02.06 Calibration
131.02.03.02.07 TPC Module Assembly & Testing
131.02.03.02.08 TPC Installation & Integration
131.02.03.02.09 ND LArTPC Management
131.02.03.02.10 Module Assembly & Test Facility @ FNAL
131.02.03.02.11 Full-scale Demonstrator Test Facility @ SLAC
131.02.03.02.12 2x2 Neutrino Beam Test @ FNAL
131.02.03.02.13 ArgonCube Test Facility @ Bern
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2x2
● Aim at the start of neutrino beam operation underground at NuMI in late 2022
● Setup starts on surface at LArTF in 2021

○ The goal is to prepare an efficient installation at NuMI in 2022
○ Can do a cryogenic run with at least

one module taking cosmic data
○ Preparations for cryo, slow-control, readout, … 
○ Planning of personnel to work at FNAL -> Jay J
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NuMI hall emptied for 2x2

2x2 cryostat @ LArTF

2x2 Module-0 leaving Bern



2x2 + MINERvA

● Many open tasks
● Looking for interested institutes
● "This is the first piece of 2x2 installation underground and 

the work will take 3 months to complete. The work for 
students/postdoc includes on-detector electronics 
installation, cabling, PMT/FEB check out with light injection 
and with NuMI data -- yes real neutrino data is need to 
finish the checkout. We can use people with hardware and 
software experience. Some work can even be done off-site 
--- like making TSD file and do "nearline" analysis for 
PMT/FEB performance. A UK postdoc is doing nearline, 
but we need more people."
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TPC testing task force
● Funding not secured for module testing QC in LAr
● To get this effort back on track, we must revisit the 

QA/QC requirements, including those for the testing of 
fully-assembled modules. The main questions are:

○ What are the major risks for the performance of 
assembled ND-LAr TPC modules, and what are the 
consequences should these risks be realized?

○ Which of these risks can be mitigated through component 
testing alone or via a single engineering demonstrator (i.e.
FSD), and which ones can only be addressed via direct 
testing of each production module?

○ For those risks that require direct testing of each module, 
what is the minimally-sufficient test that would retire the 
risk? Are the resources (personnel, equipment, time) 
required for such tests commensurate with the risk? Are 
there alternative QA plans that could replace the test and 
mitigate these risks?
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Task Force Members:
● Christopher Mauger (chair)
● Mike Mooney
● Louise Suter
● Saba Parsa
● (Mike Geynisman)

• Several meetings held
• Collected input on testing

needs, risks, scope
• Preparing overall new 

QA/QC exploring the need 
for cold LAr tests


