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§ Fast Machine Learning for Science Workshop was held 30 November – 3 December, 
hosted virtually by Southern Methodist University
§ Website available here: https://indico.cern.ch/event/924283/

§ Workshop was interdisciplinary and attracted over 500 participants, talks on a wide 
variety of scientific applications.

§ Workshop also included a hands-on tutorial session, to get people started on
applications of fast machine learning.

§ After the workshop, a community white paper has been prepared, and has been 
submitted to a special issue of Frontiers in AI.
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§ Available on arXiv at the link: https://arxiv.org/abs/2110.13041
§ Currently in the review process with Frontiers in AI 3

https://arxiv.org/abs/2110.13041
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§ Large section on Large Hadron Collider for:
§ Event Reconstruction
§ Event Simulation
§ Heterogeneous Computing
§ Real-Time Analysis at 40 MHz
§ Bringing ML to Detector Front-End

Example use cases are not
comprehensive, but representative.

Discussion included on tools used for 
fast machine learning – hls4ml and 
conifer.
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§ High-intensity Accelerators: Belle II, Mu2e
§ Materials Discovery: Materials Synthesis, Scanning Probe Miscroscopy
§ Fermilab Accelerator Controls
§ Neutrino/Dark Matter Experiments: e.g. DUNE, MINERvA, Direct Detection Dark Matter
§ Electron-Ion Collider
§ Gravitational Waves
§ Health: Biomedical Engineering and Health Monitoring
§ Cosmology
§ Plasma Physics
§ Wireless Networking and Edge Computing
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Types of data representation that are relevant for different domains.
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§ A discussion of strategies for improving ML 
efficiency to enable lower latency.
§ Designing new efficient ML architectures
§ NN & hardware co-design
§ Quantization
§ Pruning and sparse inference
§ Knowledge distillation

§ Discussion of automation of the NN 
architecture design process (Neural 
Architecture Search).
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§ Discussion of different computing architectures: CPU, GPU, FPGA/ASIC
§ DPU: Deep learning processing unit, customized for CNNs. These can be implemented 

on FPGAs or ASICs. 
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§ Discussion of design, and of frameworks specifically created for the ML domain where they 
automate the process of hardware generation for the end-user thus hiding the associated 
design complexity of FPGAs and enabling them for the previously discussed end 
applications.
§ hls4ml
§ FINN
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§ In this section, the most prominent 
emerging technology proposals, 
including those based on emerging 
dense analog memory device circuits, 
are grouped according to the targeted 
low-level neuromorphic functionality.
§ Analog Vector-by-Matrix Multiplication
§ Stochastic Vector-by-Matrix Multiplication
§ Spiking Neuron and Synaptic Plasticity
§ Reservoir Computing
§ Hyperdimensional Computing / Associative 

Memory
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Reminder: Full document is available on arXiv for those interested: 
https://arxiv.org/abs/2110.13041

White Paper is not comprehensive but does cover many example use cases of fast 
machine learning, overlap between scientific domains, and a review of state-of-the-art 

technology.

Connection to Snowmass process: Can summarize/borrow from most relevant parts of 
full white paper (with an updated introduction more aligned to Snowmass process to be 
submitted as a Snowmass white paper à Contact person: Javier Duarte

Thank you for your attention!
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