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HEPCCE (High Energy Physics Center for Computing Excellence)
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The goals of the HEP-CCE are to facilitate
the requirements for experiments like
DUNE to utilize the HPC resources.

echnical Teams

HEP-CCE Organizational structure. | am mostly
involved in the I/O and Storage.



ROOT vs. HDF5 Format

* DUNE jobs will be hosted by both the grid and HPC facilities all over
the world.

* Maximum utilization of the current and future HPC facilities require
the parallelization of the data.

 ROOT is great for a lot of things but parallel data-processing is not ROOT’s
forte.

* HDF5 is widely used in various fields in the HPC facilities and optimized for
parallel IO and handling the complex workflows.

* CCE/IOS efforts from Amit Bashyal (ANL), Saba Sehrish (FNAL) etc. on HDF5
data-format studies.



HEP-CCE Efforts in the DUNE Paradigm

» Testing of the Parallel 10 to write objects in the HDF5 format.

e Link to the code here.

* Multiple MPI Ranks writing parallelly on the HDF5 File.

4 Independent processes collectively writing into a
single output file.

Figure out the event size, position in the output file and
the status of other processes.



https://github.com/physnerds/trial_h5demos/tree/mpi_lcrc

HEP-CCE Efforts in the DUNE Paradigm

* |n the future, tests with the available DUNE data:

* Performance test, data-size, data-layout, event indexing, compression and
their effects in the 10.

e Port lessons learnt from HEP-CCE to DUNE vice versa.



