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Jet+X signatures
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Searches at ATLAS for (non-SUSY) new 
physics involving final states with one or more 
jets as the most prominent signatures

Probe new physics that carries baryon number, 
strongly-coupled

• Cross sections for colored processes 
typically much larger than for uncolored 
processes

• Highest energies directly accessible by LHC

Background is also large!

Today: 
Jet + MET
Jet + Photon
Multi-jets + Lepton
Jet + Jet

Datasets from 1–4.8/$

Not discussed: many SM measurements that 
could also be used to constrain NP

TYPICAL NEW PHYSICS WITH JETS



ATLAS-CONF-2011-159
ATLAS-CONF-2011-080

Jet and MET, Quality and Calibrations
(covered in more detail in Stephanie’s talk 
on Saturday)

Criteria such as number of cells, EM 
fraction, and timing of jet used to reject fake 
jets
• Selection efficiency for real jets measured 

in-situ using dijet tag-probe
“Jet Vertex Fraction” sometimes used to 
suppress pile-up

Criteria are very efficient for normal jets,
 (check if your model predicts abnormal jets)
• Slow/high EM fraction/low prompt track 

multiplicity

Monte Carlo-based jet energy calibration
•Pile-up correction: energy offset per pile-up 

interaction
•Jet origin (vertex) correction
•Energy correction to hadronic scale as a 

function of jet pT and η
•Correction for calorimeter non-

compensation, non-uniform response, etc.

ATLAS-CONF-2012-20
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2011PileupOffsetAndJVF

http://cdsweb.cern.ch/record/1403179
http://cdsweb.cern.ch/record/1403179
http://cdsweb.cern.ch/record/1355703
http://cdsweb.cern.ch/record/1355703
http://cdsweb.cern.ch/record/1430034
http://cdsweb.cern.ch/record/1430034
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetEtmissApproved2011PileupOffsetAndJVF
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetEtmissApproved2011PileupOffsetAndJVF


Selection:
Events with large missing ET , 
  exactly one high pT jet
No second jet
No electrons or muons
∆φ(jet,           ) > 0.5 rad

Trigger: 
Missing ET > 60 GeV
(fully efficient by 120 GeV)

Introduction Theory Backgrounds Event Selection EW BGD Conclusion

1. Signal involving Monojet+ 6E
T

final state

• pp ! X+ jet with X being:

� Massive Graviton mode in ADD LED model
(considered in previous results: PUB+EPS)
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� Unparticle

� Gravitino + squark/gluino

• pp ! XX+ ISR jet with X being:

� WIMP
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ATLAS-CONF-2011-096, 1 $-1

Many possible signals: graviton emission, 
unparticles, wimps, (SUSY) ...

Backgrounds: Z/γ∗/W + jets, multijets, top

Search for Jet + Missing ET
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events the electrons between 0.2 and 0.4 from a jet are removed. Muons are required to be isolated: the
sum of the transverse momenta of the tracks not associated with the muon in a cone of radius 0.2 around
the muon direction is required to be less than 1.8 GeV.

3 Event selection

The data sample considered in this note was collected with ATLAS tracking detectors, calorimeters,
muon chambers, and magnets operational, and corresponds to a total integrated luminosity of 1.00 fb−1.
The data were selected online using a trigger logic that selects events with missing transverse momen-
tum EmissT above 60 GeV [12]. Figure 1 shows the measured trigger efficiency as a function of the
reconstructed EmissT . The trigger selection is more than 98% efficient for EmissT > 120 GeV, as determined
using an unbiased data sample with muons in the final state.

The offline event selection criteria applied follow closely those in Ref. [1], which defined two sepa-
rate LowPt and HighPt set of requirements with the aim to maintain the sensitivity to a varity of models
for new phenomena. With the increase in statistics, a new veryHighPt set of requirements is now defined
to improve the sensitivity to signals of new phenomena at very large transverse momenta. The following
event selection criteria are applied:

• Events are required to have a reconstructed primary vertex. This rejects beam-related backgrounds
and cosmic rays.

• Events are rejected if they contain any jet with pT > 20 GeV and |η |< 4.5 that present anomalous
charged fraction fch 1), electromagnetic fraction fem in the calorimeter, or timing (as determined
from the energy deposits of the jet constituents) inconsistent with originating from a proton-proton
collision, and most likely produced by beam-related backgrounds and cosmic rays. In addition,
the highest pT jet selected (see below) is required to have fch > 0.02 and fem > 0.1. Additional
requirements are applied to suppress coherent noise and electronic noise bursts in the calorimeter
producing anomalous energy deposits.

• During 2011, part of the data suffered from the presence of a hole in the electromagnetic calorime-
ter coverage in the region 0 < η < 1.45 and 0.788 < φ < −0.592, which affected the readout of
two of the LAr calorimeter layers. The effect of the reduced calorimeter response was studied and
resulted into a slightly modified event selection. A fiducial requirement is applied to the jets and
electrons in the final state to avoid any bias in the analysis. Events are rejected if there is any jet
with pT above 20 GeV or an identified electron in the final state such that their distance to the
edges of the calorimeter affected region in η−φ is less than 0.4 or 0.1, respectively.

• Events are required to have no identified electrons or muons according to the selection criteria
stated in the previous Section.

• As in [1], the LowPt (HighPt) selection requires a jet with pT > 120 GeV (pT > 250 GeV) and
|η jet|< 2 in the final state, and EmissT > 120 GeV (EmissT > 220 GeV). Events with a second leading
jet pT above 30 GeV (60 GeV) in the region |η |< 4.5 are rejected. For theHighPt selection, the pT
of the third leading jet must be less than 30 GeV, and an additional requirement on the azimuthal
separation Δφ(jet,EmissT ) > 0.5 between the EmissT and the direction of the second leading jet is

1)The charge fraction is defined as fch =∑ ptrack,jetT /pjetT , where ∑ ptrack,jetT is the scalar sum of the transverse momenta

of tracks associated with the primary vertex within a cone of radius R = 0.4 around the jet axis, and pjetT is the transverse
momentum as determined from calorimetric measurements.
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Search for Jet + Missing ET
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veryHighPt analyses, a total of 30±6(stat.)±11(syst.) and 3±2(stat.)±2(syst.) multi-jets background
events are obtained, respectively.

4.4 Non-collision background

The contribution of non-collision backgrounds to the selected monojet samples from cosmics rays, over-
laps between background events and genuine proton-proton collisions, and from beam-halo muons are
estimated using events registered in empty and unpaired proton bunches in the collider that fulfill the
event selection criteria, and a beam-halo tagger. The latter combines information from the muon cham-
bers and the timing of calorimeter clusters to identify in the selected sample muons traversing the detector
parallel to the beam direction. A total of 370± 36(stat.)± 174(syst.), 8.0± 3.3(stat.)± 4.1(syst.), and
4.0± 3.2(stat.)± 2.1(syst.) non-collision background events are predicted in the LowPt, HighPt and
veryHighPt analyses, respectively. The quoted uncertainties include uncertainties related to the determi-
nation of the tagger efficiency and pile-up effects.

Background Predictions ± (stat.) ± (syst.)
LowPt Selection HighPt Selection veryHighPt selection

Z (→ ν  ν)+jets 7700±90±400 610±27±47 124±12±15
W (→ τν)+jets 3300±90±220 180±16±22 36±7±8
W (→ eν)+jets 1370±60±90 68±10±8 8±1±2
W (→ µν)+jets 1890±70±100 113±14±9 18±4±2

Multi-jets 360±20±290 30±6±11 3±2±2
Z/γ∗(→ τ+τ−)+jets 59±3±4 2.0±0.6±0.2 -
Z/γ∗(→ µ+µ−)+jets 45±3±2 2.0±0.6±0.1 -

t  t 17±1±3 1.7±0.3±0.3 -
γ+jet - - -

Z/γ∗(→ e+e−)+jets - - -
Non-collision Background 370±40±170 8.0±3.3±4.1 4.0±3.2±2.1

Total Background 15100±170±680 1010±37±65 193±15±20
Events in Data (1.00 fb−1) 15740 965 167

Table 1: Number of observed events and predicted background events, including statistical and system-
atic uncertainties. The statistical uncertainties are due to limited MC statistics. The dominant systematic
uncertainties come from the limited statistics in the data control regions. The systematic uncertainties on
W (→ µν)+jets, Z/γ∗(→ µ+µ−)+jets, and Z (→ ν  ν)+jets predictions are fully correlated. Similarly, the
systematic uncertainties onW (→ eν)+jets,W (→ τν)+jets, and Z/γ∗(→ τ+τ−)+jets are fully correlated.

5 Results

The expected background predictions are summarized in Table 1 for the LowPt, HighPt, and veryHighPt

selections. Good agreement is observed between the data and the SM predictions in all cases. Figures 5
to 7 show the measured leading jet pT and Emiss

T distributions for the LowPt, HighPt, and veryHighPt

selections, respectively, compared to the background predictions. For illustrative purposes, the Figures
indicate the impact of two different ADD scenarios. The event display for one of the monojet candidates
in the data is presented in Fig. 8.
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from events in empty, unpaired bunches

from events 
with MET 
pointing 
toward second 
jet above 
threshold

normalization from events with 
electrons or muons, otherwise 
passing analysis selection
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Figure 3: Observed number of events (black circles) in the muon and electron control samples compared to the
sum of the different W/Z plus jets predictions (squares) as a function of the highest jet pT threshold, in events with
no second-leading jet with pT > 60 GeV. The MC prediction includes the normalization factors determined from
the average of those extracted in the HighPt and veryHighPt regions, and the band indicates the total systematic
uncertainty.
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Figure 4: (left) Measured Δφ( jet2−EmissT ) distribution in the LowPt selection with no veto on the second leading
jet pT applied. The data are compared to the SM predictions, as determined by the MC simulation. The QCD jets
prediction is determined from PYTHIA and includes a normalization factor 0.94±0.04 that brings the prediction
close to the data in the region Δφ( jet2−EmissT )< 0.5. TheW/Z plus jets MC predictions contain the normalization
factors extracted from the electron and muon control samples, as explained in the body of the text. (right) Mea-
sured pT distribution of the second leading jet in the LowPt region before the veto is applied and after requiring
Δφ( jet2−EmissT ) < 0.5. The data are compared to QCD jets prediction from PYTHIA. The solid line shows a
linear fit to the turn-on part of the measured pT distribution (see text).
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Low pT Results
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Figure 5: Measured leading jet pT and EmissT distributions (black dots) in the LowPt region compared to the pre-
dictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative purposes,
the impact of two different ADD scenarios is included.
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Figure 6: Measured leading jet pT and EmissT distributions (black dots) in the HighPt region compared to the pre-
dictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative purposes,
the impact of two different ADD scenarios is included.
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Figure 5: Measured leading jet pT and EmissT distributions (black dots) in the LowPt region compared to the pre-
dictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative purposes,
the impact of two different ADD scenarios is included.
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High pT Results
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Very High pT Results
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Figure 7: Measured leading jet pT and EmissT distributions (black dots) in the veryHighPt region compared to
the predictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative
purposes, the impact of two different ADD scenarios is included.

Figure 8: Event display for one of the monojet candidates in the data. The event has a jet with pT = 602 GeV at
η =−1 and φ = 2.6, EmissT = 523 GeV, and no additional jet with pT > 30 GeV in the final state.
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Figure 7: Measured leading jet pT and EmissT distributions (black dots) in the veryHighPt region compared to
the predictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative
purposes, the impact of two different ADD scenarios is included.

Figure 8: Event display for one of the monojet candidates in the data. The event has a jet with pT = 602 GeV at
η =−1 and φ = 2.6, EmissT = 523 GeV, and no additional jet with pT > 30 GeV in the final state.
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Candidate Event
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No excess observed => set model-independent 95% CL limits on the 
effective cross section (product of cross section and acceptance) of the 
signal:

Low pT: 1.7 pb
High pT: 110 $
Very High pT: 35 $
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Figure 9: Cross section times acceptance curves as a function of MD predicted by the effective theory
for 2 and 4 extra dimensions. The bands surrounding the curves reflect the systematic uncertainties on
the predicted signal yields. The model-independent cross section times acceptance limit is shown as a
dashed line for the HighPt region.
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Figure 10: The 95% CL observed lower limits on MD for different numbers of extra dimensions for
ATLAS, compared with previous results.

15

 [GeV]DM
1500 2000 2500 3000 3500 4000

 A
 [p

b]
× 

σ

-110

1

ADD signal: n=2

ADD signal: n=4

95% CL Exclusion

ATLAS Preliminary

Figure 9: Cross section times acceptance curves as a function of MD predicted by the effective theory
for 2 and 4 extra dimensions. The bands surrounding the curves reflect the systematic uncertainties on
the predicted signal yields. The model-independent cross section times acceptance limit is shown as a
dashed line for the HighPt region.

Number of Extra Dimensions

2 3 4 5 6

 lo
w

er
 li

m
it 

[T
eV

]
D

M

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

5

ATLAS 2011

CDF run II

LEP combined

ATLAS Preliminary-1 Ldt = 1 fb∫
 = 7 TeVs

Figure 10: The 95% CL observed lower limits on MD for different numbers of extra dimensions for
ATLAS, compared with previous results.

15

High pT limits in the context of ADD models:



Search for Black Holes in Leptons+jets
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ATLAS-CONF-2011-147, 1.04 $-1
(also searched for in multijet and same-sign dimuon events)

Signals: low-scale gravity models (extra dimensions; BH, string balls)
High multiplicity BH decay
Benchmark: BlackMax, Charybdis

Backgrounds: QCD multijets (Pythia), top (MC@NLO), V+jets (Alpgen), dibosons (Alpgen)

Trigger: single electron/muon (pT > 20/18 GeV)

Selection:

Events with at least three electrons/muons/jets with pT > 100 GeV 
(including at least one lepton)

Sum pT of leptons and jets > 700 GeV

Search variable: sum pT of electrons, muons, jets
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Lepton+jets background techniques

Pure QCD contribution from jet mis-identified as a 
lepton

Fake electron estimate from in-situ extrapolation 
from background-enhanced data sample 
(loosened electron selection)

 
Muon contribution is negligible

7 Background Estimation

The backgrounds are estimated using a combination of data-driven and MC-based techniques. The dom-
inant Standard Model sources of background are: W+jets, Z/γ∗+jets, t  t and other QCD multi-jet pro-
cesses. In QCD events, one jet fakes a high-pT lepton. In W+jets, Z/γ∗+jets and t  t events, events are
produced with prompt leptons, and associated additional high-pT jets.

The contribution to the muon channel signal region from QCD multi-jets is predicted by MC simula-
tions to be negligible. This has been cross-checked by estimating in data the contribution using a sample
of events containing non-isolated muons, dominated by QCD multi-jet processes, and extrapolating the
result to the signal selection criteria.

The QCD multi-jet contribution to the electron channel is estimated using a data-driven matrix method,
described in detail in Ref. [48]. Using the signal region definition, a QCD multi-jet enhanced region
is defined by loosening the electron identification criterion used in the event selection from ‘tight’ to
‘medium’. The numbers of data events in this “looser” electron sample which pass (Npass) and fail (Nfail)
the final, tighter lepton selection criteria are counted. Nreal and Nfake are defined as the numbers of events
for which the electrons are real and fake, respectively. The following relationships hold:

Npass = εrealNreal + εfakeNfake, (2)

Nfail = (1 − εreal)Nreal + (1 − εfake)Nfake. (3)

Simultaneous solution of these two equations gives a prediction for the number of events in data in the
signal region which are events with fake leptons:

Npass
fake = εfakeNfake =

Nfail − (1/εreal − 1)Npass

1/εfake − 1/εreal
(4)

The efficiency εfake is determined from a data control region defined by 300 <
∑

pT < 700 GeV and
Emiss

T < 15 GeV, in which events must have a least three reconstructed objects passing preselection crite-
ria, with at least one preselected electron. QCD multi-jet dominated samples are obtained by loosening
the electron identification criteria used in the event preselection from ‘tight’ to ‘medium’. The efficiency
for misidentifying fake electrons is measured for these events by considering the fraction which pass
the tighter electron identification requirement. According to MC simulation, the contribution from QCD
processes to this sample is ∼ 85%. The efficiency is corrected to account for the small fraction of prompt,
real electrons, using the prediction from MC simulations. The dependence of εfake on lepton pT and

∑

pT
is considered.

The efficiency εreal is evaluated in a second control region, again containing at least three reconstructed
objects, but with at least two opposite-sign electrons satisfying 80 < m## < 100 GeV (i.e. electron pairs
with invariant mass near the Z mass). The efficiency for identifying real, prompt electrons is obtained
through the ratio of “medium-medium” to “medium-tight” events. The MC simulation predicts that more
than 99% of the electron candidates in this control region are real, prompt electrons.

The numbers of Z/γ∗+jets events in the SR for each channel are estimated by measuring the ratio of
the number of events in data to the number of events in MC simulation in a control region with: two
opposite-sign leptons (two electrons or two muons) with 80 < m## < 100 GeV, at least three preselected
objects, and 300 <

∑

pT < 700 GeV. This ratio is a scaling factor (S F) that is then used to rescale the

7
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Lepton+jets background techniques

DY, W, and top background contributions from MC

Normalized to data in control regions

DY: 
80 < mll < 100 GeV
opposite sign leptons
300 < sum pT < 700 GeV

W/top: 
40 < MT < 100 GeV
30 < MET < 60 GeV
300 < sum pT < 700 GeV

SF (muons): 1.05 ± 0.02 (stat) ± 0.12 (syst)
SF (electrons): 0.93 ± 0.02 (stat) ± 0.14 (syst)

SF (muons): 0.85 ± 0.04 (stat) ± 0.14 (syst)
SF (electrons):0.93 ± 0.03 (stat) ± 0.08 (syst)
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(a) Transverse momentum of leading electron.
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(b) Transverse momentum of leading muon.

Figure 1: Transverse momentum of the highest momentum lepton, after preselection. The Monte
Carlo distributions are rescaled to be in agreement with data in selected control regions, as described
in Section 7. The yellow band indicates the uncertainty on the expectation from finite statistics, jet
and lepton energy scales and resolutions. Two representative signal distributions are overlaid for com-
parison purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6,
MD = 0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with
n = 6, MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. Both signal samples were generated with
the Charybdis generator. The last bin in the signal sample histograms is the integral of all events with
pT ≥ 760 GeV.
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(b) Transverse momentum of leading muon.

Figure 1: Transverse momentum of the highest momentum lepton, after preselection. The Monte
Carlo distributions are rescaled to be in agreement with data in selected control regions, as described
in Section 7. The yellow band indicates the uncertainty on the expectation from finite statistics, jet
and lepton energy scales and resolutions. Two representative signal distributions are overlaid for com-
parison purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6,
MD = 0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with
n = 6, MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. Both signal samples were generated with
the Charybdis generator. The last bin in the signal sample histograms is the integral of all events with
pT ≥ 760 GeV.

6

Lepton+jets background validation
Leading lepton pT distributions in background-enhanced ‘preselected’ sample before final background rejection.

Shown for pre-selection:
Events with at least three electrons/muons/jets with pT >40 GeV  (including at least one 
lepton)

Sum pT of leptons and jets > 300 GeV

Electron+jets Muon+jets
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Lepton+jets results
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(a) Electron channel
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(b) Muon channel

Figure 3: Final distributions for pT of the object (jet or lepton) with the largest value of pT for the
signal region. Background processes are shown according to their data-derived estimates, as described
in the text. The yellow band indicates the uncertainty on the expectation from finite statistics, jet and
lepton energy scales and resolutions. Two representative signal distributions are overlaid for comparison
purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6, MD =

0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with n = 6,
MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. The last bin in the signal sample histograms is the
integral of all events with pT ≥ 1400 GeV.
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Figure 3: Final distributions for pT of the object (jet or lepton) with the largest value of pT for the
signal region. Background processes are shown according to their data-derived estimates, as described
in the text. The yellow band indicates the uncertainty on the expectation from finite statistics, jet and
lepton energy scales and resolutions. Two representative signal distributions are overlaid for comparison
purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6, MD =

0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with n = 6,
MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. The last bin in the signal sample histograms is the
integral of all events with pT ≥ 1400 GeV.

11

Electron+jets Muon+jets

Good agreement between data and background prediction observed (p-values 0.43–0.47).



18

Lepton+jets results

σeff = σ (pp → lX) · effrec · effacc, 

σ (pp → lX) is the production cross section 
for a high-sum-pT multi-object state 
containing a high-pT (> 100 GeV) isolated 
lepton inside experimental acceptance. 

For sum-pT > 1.5 TeV, the upper limits on the 
cross section are 8.7 $ for the electron channel 
and 4.8 $ for the muon channel, at 95% C.L.

 cut [TeV]
T

 P∑
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

 [p
b]

ac
c

∈ × 
re

c
∈ ×

 l 
X)

 
→

 (p
p 

σ
95

%
 C

.L
.  

0

0.05

0.1

0.15

0.2

0.25

0.3  ObservedsCL

 ExpectedsCL

σ 1 ± sCL

-1 Ldt ~ 1.04 fb∫
Electron Channel

Preliminary ATLAS

(a) Electron channel

 cut [TeV]
T

 P∑
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

 [p
b]

ac
c

∈ × 
re

c
∈ ×

 l 
X)

 
→

 (p
p 

σ
95

%
 C

.L
.  

0

0.05

0.1

0.15

0.2

 ObservedsCL
 ExpectedsCL

σ 1 ± sCL

-1 Ldt = 1.04 fb∫
Muon Channel

Preliminary ATLAS

(b) Muon channel

Figure 4: 95% C.L. upper limits on the effective cross section (σeff = σ (pp→ "X) · εrec · εacc) as a
function of

∑

pT cut. The expected and observed limits according to the CLs prescription are shown, as
well as the 1σ bounds on the expected limit. For the models considered, εrec · εacc varies, averaging 74%
(51%) for the electron (muon) channel. The full range of εrec · εacc is 60 – 90% for the electron channel
and 40 – 60% for the muon channel.

or spin, are discussed in Section 1. One of the more significant theoretical uncertainties is that associated
with the decay of the state as its mass approaches MD. Common prescriptions are to assume thermal
emissions as the mass falls below MD, all the way down to complete evaporation, or to end thermal
emissions at some mass close to MD, at which point the state decays immediately to a remnant state, the
multiplicity of which is uncertain. The efficiency of the event selection in analyses could differ signif-
icantly according to the remnant model choice, particularly for samples in which a limited number of
Hawking emissions are anticipated, motivating the consideration of multiple remnant models.

The 95% exclusion contours in the MD-MTH plane (MS-MTH plane for string balls) for different mod-
els are obtained using the CLs prescription. Figure 5 shows exclusion contours for rotating black hole
benchmark models with high- and low-multiplicity remnant decays. Their comparison allows an assess-
ment of the effect of this modelling uncertainty on the analysis, which is inevitably greatest in the regime
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10 Interpretation

No excess is observed beyond the Standard Model expectation; p-values for the signal regions are in
the range 0.43 − 0.47. Therefore, model-independent exclusion limits are determined on the effective
cross section, σeff , for new physics that results in these final states as a function of minimum

∑

pT.
The effective cross section is defined as: σeff = σ (pp→ "X) · εrec · εacc, where σ (pp→ "X) is the
production cross section for a high-

∑

pT multi-object state containing a high-pT (> 100 GeV) isolated
lepton inside experimental acceptance. For the models considered εrec · εacc varies; its average values
are 74% for the electron channel and 51% for the muon channel. The full range of εrec · εacc is 60 –
90% for the electron channel and 40 – 60% for the muon channel. The acceptance for the muon channel
is lower than that for the electron channel because of the lower trigger efficiency (Section 3) and the
more stringent requirements (Section 5) needed to guarantee the best possible resolution at high pT. For
the models considered, the total signal acceptance is highly model-dependent, driven primarily by the
fraction of events containing a lepton in the final states, and averages about 10% and 5% for the (mutually
exclusive) electron and muon channels respectively. It is lowest for the low multiplicity, low mass states
(small values of MTH/MD, or MTH and MD) that are theoretically or experimentally disfavoured.

The observed and expected event counts and their uncertainties are used to set limits on the allowed
effective cross section for black hole production, as a function of

∑

pT threshold. These exclusion regions
are obtained using the CLs prescription [50], and are shown in Figure 4. The 95% confidence level
(C.L.) upper limits on the cross section are summarised in Table 3. A similar search [19] performed by
the CMS collaboration, also using a data sample corresponding to an integrated luminosity of ∼ 1 fb−1,
found upper limits of about 3 fb, for the highest values of

∑

pT + EmissT (> 3.5 TeV), but for an inclusive
multi-object final state (without a lepton requirement).

∑

pT (GeV) σeff 95% C.L. Upper Limit (fb)
Observed (Expected)

Muon Channel Electron Channel
> 700 77 (94) 169 (188)
> 800 51 (58) 102 (112)
> 900 32 (39) 65 (73)
> 1000 20 (24) 43 (45)
> 1200 13 (12) 20 (22)
> 1500 4.8 (4.8) 8.7 (9.7)

Table 3: Upper limits on the effective cross sections (σeff = σ (pp→ "X) · εrec · εacc) for black hole
production, at the 95% C.L., for muon and electron channels. For the models considered, εrec · εacc varies,
averaging 74% (51%) for the electron (muon) channel. The full range of εrec · εacc is 60 – 90% for the
electron channel and 40 – 60% for the muon channel. The CLs method is used to obtain the limits.

The observed counts of data events in the signal region (for
∑

pT > 1500 GeV) along with the back-
ground expectations are used to obtain exclusion contours in the plane of MD and MTH for several bench-
mark models (rotating and non-rotating black holes or string balls) that are considered representative of
the gravitational states to which this analysis has sensitivity. No theoretical uncertainty on signal predic-
tion is assessed; that is, the exclusion limits are set for the exact benchmark models as implemented in
the Blackmax and Charybdis generators. Experimental systematic and luminosity uncertainties, along
with the larger statistical error on the signal acceptances, are included in deriving the exclusion contours,
and are found to be less than 10%. Some of the theoretical uncertainties, such as the effects of rotation,

12

Set 95% CL limits on effective black hole 
production cross section.
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of low MTH/MD. Limits for rotating and non-rotating string ball models are shown in Figure 64. The
string ball models illustrated were simulated using a high-multiplicity remnant model.
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Figure 5: 95% C.L. limit in the MTH-MD plane, both channels combined, for a rotating black hole model
with six extra dimensions. The solid (dashed) line shows the observed (expected) limits, with the green
and yellow bands the expected 1σ and 2σ variations of the expected limits. The dotted blue lines show
lines of constant k = MTH/MD. The irregularities of the limit contours are caused by the discreteness of
the grid samples used and their interpolation into a continuous line.

4The narrowing of the limit bands at MS ∼ 0.75 TeV is due to the presence of a sample point lying directly on the limit; at
other points, a longer interpolation is needed.
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Figure 6: 95% C.L. limit in the MTH-MD plane, both channels combined for rotating and non-rotating
string balls with six extra dimensions. The solid (dashed) line shows the observed (expected) limits, with
the green and yellow bands the expected 1σ and 2σ variations of the expected limits. The dotted blue
lines show lines of constant k = MTH/MD. All samples were produced with the Charybdis generator.
The irregularities of the limit contours are caused by the discreteness of the grid samples used and their
interpolation into a continuous line.

11 Summary

This note presents a search for microscopic black holes and string ball states in ATLAS using a total inte-
grated luminosity of 1.04 fb−1. This search has considered final states with three or more high transverse
momentum objects, at least one of which was required to be a lepton (electron or muon). No deviation
from the Standard Model was observed in either the electron or the muon channels. Consequently, limits
are set on TeV-scale gravity models, interpreted in a two-dimensional parameter grid of benchmark mod-
els (the MD-MTH plane). 95% C.L. upper limits are set on the effective cross sections for new physics
in these final states: σeff = σ (pp→ "X) · εrec · εacc, where σ (pp→ "X) is the production cross section
for a high-

∑

pT multi-object state containing a high-pT (> 100 GeV) isolated lepton inside experimental
acceptance. For

∑

pT > 1.5 TeV, the upper limits on the cross section are 8.7 fb for the electron channel
and 4.8 fb for the muon channel, at 95% C.L.
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• Backgrounds: SM photon+jet, dijet with fragmentation photons
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through these diagrams, with the photon participating in the hard scatter and back-to-back with the86

leading jet, is called “direct” production.87

Events with a real high-pT photon and one or more jets can also arise from mulit-jet production.88

This category, called “fragmentation” production, consists of dijet or higher-order events with secondary89

photons produced during fragmentation of the hard-scatter quarks and gluons, or photons radiating o↵90

a quark. While such photons tend to appear near or inside jets and thus fail isolation criteria, the much91

larger multi-jet cross sections (e.g. the ratio of dijet to �-jet cross sections is order ↵s/↵) mean that such92

fragmentation production is a non-negligible background to isolated photon + jet signatures.93

In both categories of real photon events, each process produces a smoothly falling �-jet invariant94

mass spectrum. The exact shape of the spectrum for a given process is non-trivial even at leading order,95

convolving kinematic (massless parton scattering) formulae with the many possible pairings of parton96

distribution functions. Moreover, higher-order, mass-dependent corrections to the cross section are nec-97

essary, and each spectrum may be modified further by including parton showering, the details of photon98

fragmentation, and detector response. Thus, it is di�cult or impossible to calculate the combined mass99

shape of the three leading-order direct processes and the many fragmentation processes with percent-100

level precision in a way that is not essentially a Monte Carlo (MC) program, relying on empirical models101

(of PDFs, showering, and photon fragmentation) tuned to lower-energy collider data.102

We consider two such MC programs in this note. Pythia provides a tree-level, full-event generator for103

the direct, isolated photon processes (referred to here as the “Pythia �-jet” sample). It can also simulate104

a subset of pure QCD processes (2 ! 2 scattering) followed by time-like parton showering, which we105

refer to as the “Pythia dijet” sample and regard as the leading-order prediction for fragmentation photon106

events.107

At next-to-leading order, JetPhox [6, 7, 8] provides the state-of-the-art calculation of �-jet di↵erential108

cross sections and a simple “partonic” event generator for the 2 ! 2 and 2 ! 3 diagrams. It includes109

both the direct and the fragmentation processes, as well as the gg box processes, but it does not shower110

partons nor does it simulate the underlying event—the output of the program is either two or three four-111

vectors and some event metadata. JetPhox rate predictions for isolated photon plus jet production have112

been tested against 2010 LHC data and against data from other colliders up to 400 GeV in photon pT,113

where they agree with the data within about 10%[9, 10]. Thus, it is neither tested at all energies relevant114

to this search nor, were there reason to trust it at these energies, is it particularly precise. It is used here115

primarily for qualitative studies of �-jet composition vs kinematic variables. For example, Figures 4 and116

??, taken from [11], display the JetPhox predictions for the composition of the total SM background,117

before and after one potential isolation cut.118
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Figure 1: Standard Model �-jet production at tree level.

2.2 Exotic �-jet119

There are many proposed new physics processes capable of producing a sharp bump on this continuum120

SM background, including production of excited quarks [12, 13], quirks [14, 15, 16], Kaluza-Klein121
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Figure 2: Lowest order gg! �-jet process in the Standard Model.
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FIG. 2 (color online). Relative contributions o! he quark-gluon Compton,qq annihilation, and fragmentation subprocesses in NLO
prompt photon production at the Tevatron (le! panel), LHC midrapidity (center panel), and LHC forward rapidity (right panel)
obtained with JETPHOX (CTEQ6.6 PDF, ¼ ET, and BFG-II FFs).

Figure 3: JetPhox predictions for (left) Tevatron pp̄ and LHC pp collisions for prompt photon produc-
tion, found in [11]. No isolation cut is applied. For photon pT relevant to the analysis, most central
photon production occurs through the direct Comptom process with a diminishing contribution from
fragmentation photons as photon pT increases (middle). For high photon ⌘ (right), most photons come
from fragmentation processes.
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FIG. 3 (color online). Relative contributions o! he quark-gluon Compton,qq annihilation, and fragmentation subprocesses in NLO
isolated photon production at the Tevatron (le!panel), LHC midrapidity (center panel), and LHC forward rapidity (right panel)
obtained with JETPHOX (CTEQ6.6 PDF, ¼ ET, BFG-II FFs) for an isolation radius R ¼ 0:4 and a hadron fraction o! he photon
energy of " h ¼ 0:1 inside the cone.

RAPHAË DWEIVERLACISYHPAIRRETNE’DDIVADDNAUOHCIELL 82, 014015 (2010)

Figure 4: JetPhox predictions for (left) Tevatron pp̄ and LHC pp collisions for prompt photon produc-
tion, found in [11]. Applying a relative 10% isolation cut, using a 0.4 cone, suppresses the fragmentation
processes but not enough to neglect them.
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Figure 4: JetPhox predictions for (left) Tevatron pp̄ and LHC pp collisions for prompt photon produc-
tion, found in [11]. Applying a relative 10% isolation cut, using a 0.4 cone, suppresses the fragmentation
processes but not enough to neglect them.
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Figure 2: Lowest order gg! �-jet process in the Standard Model.
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Figure 3: JetPhox predictions for (left) Tevatron pp̄ and LHC pp collisions for prompt photon produc-
tion, found in [11]. No isolation cut is applied. For photon pT relevant to the analysis, most central
photon production occurs through the direct Comptom process with a diminishing contribution from
fragmentation photons as photon pT increases (middle). For high photon ⌘ (right), most photons come
from fragmentation processes.
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• Backgrounds: SM photon+jet, dijet with fragmentation photons

Isolation suppresses fragmentation contribution
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through these diagrams, with the photon participating in the hard scatter and back-to-back with the86

leading jet, is called “direct” production.87

Events with a real high-pT photon and one or more jets can also arise from mulit-jet production.88

This category, called “fragmentation” production, consists of dijet or higher-order events with secondary89

photons produced during fragmentation of the hard-scatter quarks and gluons, or photons radiating o↵90

a quark. While such photons tend to appear near or inside jets and thus fail isolation criteria, the much91

larger multi-jet cross sections (e.g. the ratio of dijet to �-jet cross sections is order ↵s/↵) mean that such92

fragmentation production is a non-negligible background to isolated photon + jet signatures.93

In both categories of real photon events, each process produces a smoothly falling �-jet invariant94

mass spectrum. The exact shape of the spectrum for a given process is non-trivial even at leading order,95

convolving kinematic (massless parton scattering) formulae with the many possible pairings of parton96

distribution functions. Moreover, higher-order, mass-dependent corrections to the cross section are nec-97

essary, and each spectrum may be modified further by including parton showering, the details of photon98

fragmentation, and detector response. Thus, it is di�cult or impossible to calculate the combined mass99

shape of the three leading-order direct processes and the many fragmentation processes with percent-100

level precision in a way that is not essentially a Monte Carlo (MC) program, relying on empirical models101

(of PDFs, showering, and photon fragmentation) tuned to lower-energy collider data.102

We consider two such MC programs in this note. Pythia provides a tree-level, full-event generator for103

the direct, isolated photon processes (referred to here as the “Pythia �-jet” sample). It can also simulate104

a subset of pure QCD processes (2 ! 2 scattering) followed by time-like parton showering, which we105

refer to as the “Pythia dijet” sample and regard as the leading-order prediction for fragmentation photon106

events.107

At next-to-leading order, JetPhox [6, 7, 8] provides the state-of-the-art calculation of �-jet di↵erential108

cross sections and a simple “partonic” event generator for the 2 ! 2 and 2 ! 3 diagrams. It includes109

both the direct and the fragmentation processes, as well as the gg box processes, but it does not shower110

partons nor does it simulate the underlying event—the output of the program is either two or three four-111

vectors and some event metadata. JetPhox rate predictions for isolated photon plus jet production have112

been tested against 2010 LHC data and against data from other colliders up to 400 GeV in photon pT,113

where they agree with the data within about 10%[9, 10]. Thus, it is neither tested at all energies relevant114

to this search nor, were there reason to trust it at these energies, is it particularly precise. It is used here115

primarily for qualitative studies of �-jet composition vs kinematic variables. For example, Figures 4 and116

??, taken from [11], display the JetPhox predictions for the composition of the total SM background,117

before and after one potential isolation cut.118
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Figure 1: Standard Model �-jet production at tree level.

2.2 Exotic �-jet119

There are many proposed new physics processes capable of producing a sharp bump on this continuum120

SM background, including production of excited quarks [12, 13], quirks [14, 15, 16], Kaluza-Klein121
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Photon+jet sensitive to many models: excited quarks, Regge recurrences, topological pions
Complementary to dijet searches for some models (e.g. excited quarks)

Few searches published
• Much tighter constraint possible with LHC data

Excited quark model used as benchmark model

PRD 42 (815)
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excitations in models with extra dimensions [12], Regge excitations of string theory [17, 18, 19, 20],122

and Topological Pions [21]. Non-resonant continuum enhancements are also possible, such as via the123

production of quantum black holes [22, 23]. For optimization of the present analysis, however, we124

assume the intrinsic width of any signal not much greater than the detector mass resolution. We search125

for back-to-back, high pT single photon plus single jet production through a massive resonance.126

A frequent feature of models proposing �-jet signal processes is that dijet and �-jet production are127

linked, with dijets produced at a higher rate than �-jet. Hence, if suppression of the larger Standard128

Model dijet backgrounds can be obtained, the dijet channel is more sensitive than the �-jet channel. For129

example, in the excited quark model discussed below, the dijet branching ratios are one or more orders of130

magnitude larger than the branching ratio to �-jet, and consequently the ATLAS dijet mass and angular131

distribution analysis of 1 fb�1 of data has ruled out excited quarks in the range 0.80 < mq⇤ < 2.99 TeV132

at 95% credibility [24]. This surpasses the �-jet expected limit obtained below with approximately half133

the data.134

There is no a priori reason to assume any new physics must prefer to decay to dijets or any other final135

states, however, so it is important to check for new physics everywhere. Moreover, even in models which136

prefer dijet decays, a dedicated search for �-jet has value as a lower-rate, higher-purity complement to137

the dijet channel with di↵erent systematic uncertainties. Since the relationship between dijet and �-jet138

branching ratios di↵ers from model to model, simulataneous signals observed in both channels would139

provide both confirmation of the dijet signal and one handle to constrain the possibile underlying physics140

[19, 12].141

To convey our experimental sensitivity relative to previous and future searches and provide theorists142

with a useful point for comparison, we choose the long-standing excited quark model of [13, 12] as a143

benchmark. In that model, the LHC can singly-produce excited quarks (“q⇤”) with vectorlike couplings144

to the Standard Model gauge bosons via the absorption of a gluon by a quark (Figure 5). As in the145

reference, we define the model by one parameter, the excited quark mass mq⇤ , setting the compositeness146

scale equal to the mass and SU(3), SU(2), and U(1) couplings fs = f = f 0 = 1. This gives branching147

ratios u⇤ ! ug and u⇤ ! u� of 0.85 and 0.02, respectively. The corresponding branching ratios for148

d-type quarks are 0.85 and 0.005. This model is implemented in Pythia as described below, and we149

assume the cross sections it provides. Since the point is to provide a convenient benchmark process, we150

do not make any further assumptions about the excited quark dynamics and thus higher order corrections151

to the cross section are undefined.152

q⇤

g

q/q̄

�

q/q̄

Figure 5: The relevant excited quark diagram.

3 Datasets and Monte Carlo Samples153

We start the analysis of the ATLAS data from the 2011 Period B and Periods D–K6 data collected on the154

EF g80 loose trigger (i.e. a loose photon with pT > 80 GeV in the egamma stream) and processed with155

Release 161. After applying the standard GammaJet version 28 good run list2, we remove 2 runs from156

1reprocessing tag r2276 for Period B, reprocessing/merging tags f383 m872 for Period D–K6, and JETMET p621 ntuples
2Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.

http://prd.aps.org/abstract/PRD/v42/i3/p815_1
http://prd.aps.org/abstract/PRD/v42/i3/p815_1
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• Previous most sensitive direct search published in 1994 (CDF)
• Excludes 80 < mq* < 460 GeV

PRL 72 (3004)

http://prl.aps.org.proxy.uchicago.edu/pdf/PRL/v72/i19/p3004_1
http://prl.aps.org.proxy.uchicago.edu/pdf/PRL/v72/i19/p3004_1
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Example: LHC is sensitive to Regge excitations of fundamental strings at “string disk” (tree) 
level

String theory (“Regge recurrences”)
Anchordoqui et al. Nath et al. 

ATLAS is sensitive to Regge excitations of 
fundamental strings at “string disk” (tree) level.

Anchordoqui describes search in photon pT 
 and a bump hunt in M(gamma,jet).

9

String theory (“Regge recurrences”)
Anchordoqui et al. Nath et al. 

ATLAS is sensitive to Regge excitations of 
fundamental strings at “string disk” (tree) level.

Anchordoqui describes search in photon pT 
 and a bump hunt in M(gamma,jet).

9

PRD 78 016005

http://prd.aps.org/abstract/PRD/v42/i3/p815_1
http://prd.aps.org/abstract/PRD/v42/i3/p815_1
http://arxiv.org/abs/0804.2013v4
http://arxiv.org/abs/0804.2013v4


Selection:
At least one photon with ET>85 GeV
At least one jet with ET>30 GeV
Photon isolation ET (0.4 cone) < 7 GeV
Delta R (eta–phi) > 0.4 between leading photon and any jet
Invariant mass of photon and jet pair           > 260 GeV

Background estimate:
Fit mass distribution to an ansatz motivated by massless 
2->2 scattering formulae
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Search in the Photon+Jet Mass Distribution
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ing at least one photon candidate with transverse mo-87

mentum (pT) above 80 GeV. The integrated luminosity88

of the sample is (2.11 ± 0.08) fb�1 [32, 33].89

Events containing at least one photon and at least one90

jet are selected for analysis. Each event must have a91

primary vertex with at least five charged-particle tracks92

with pT > 400 MeV. Multiple vertices can appear when93

pile-up interactions occur for the same bunch crossing.94

If more than one vertex is found, the primary vertex is95

taken as the vertex with the highest scalar sum p

2
T of96

associated tracks. Photon candidates with pT > 85 GeV97

and |⌘| < 1.37 and jet candidates with pT > 30 GeV and98

|⌘| < 2.8 are used. These objects are identified using cri-99

teria that closely follow those applied in the isolated pho-100

ton cross section measurement [20] and dijet resonance101

search [22]. Subleading photons or jets are allowed; when102

more than one photon or jet is found, the highest pT can-103

didates are selected to constitute the photon+jet pair.104

Jets are reconstructed from clusters of calorimeter cells105

using the anti-kt clustering algorithm [34] with radius106

parameter R = 0.6. Jet energies are corrected to the107

hadronic scale [30, 31]. Jet candidates are rejected in108

regions of the calorimeter where the jet energy is not109

yet measured in an optimal way. Candidates consistent110

with spurious calorimeter noise or energy spikes are also111

rejected.112

Photon candidates are reconstructed from clusters in113

the electromagnetic calorimeter and tracking information114

provided by the inner detector. They satisfy standard115

ATLAS selection criteria that are designed to reject in-116

strumental backgrounds from hadrons [20]. The photon117

candidates must meet pT- and ⌘-dependent requirements118

on hadronic leakage, shower shapes in the electromag-119

netic strip layer, and shower shapes in the second sam-120

pling layer of the electromagnetic calorimeter. Inner de-121

tector tracking information is used to reject electrons and122

to recover photons converted to e

+
e

� pairs. Energy cali-123

brations are applied to photon candidates to account for124

energy loss in front of the electromagnetic calorimeter125

and for both lateral and longitudinal leakage. Events126

are discarded if the leading photon appears in calorime-127

ter cells a↵ected by noise bursts or transient hardware128

problems.129

These photon identification criteria reduce instrumen-130

tal backgrounds to a negligible level, but much of the131

substantial background from secondary (jet fragmenta-132

tion) photons remains. We reduce this background with133

requirements on nearby calorimeter activity. Associated134

“isolation” calorimeter energy near the photon candidate135

is calculated by summing the transverse momentum as136

measured in electromagnetic and hadronic calorimeter137

cells inside a cone of radius �R =
p
(�⌘)2 + (��)2 =138

0.4 centered on the photon cluster, but excluding the en-139

ergy of the photon cluster itself. The isolation energy140

is corrected on an event-by-event basis for the ambient141

energy density due to pile-up and the underlying event.142

This isolation energy is required to be less than 7 GeV.143

The photon deposits energy in the electromagnetic144

calorimeter in such a way as also to be reconstructed as145

a jet. Jets within �R < 0.2 of the photon are therefore146

not considered in this analysis. We require an angular147

separation �R(�, jet) > 0.6 between the signal photon148

and all jets with pT > 30 GeV to reduce the background149

from photons during fragmentation of final state quarks150

(fragmentation photons) and to reduce the systematic ef-151

fects from leakage of nearby jet showers into the photon152

isolation energy measurement.153

Additional reduction of fragmentation photon back-154

ground is achieved by requirements on the photon and jet155

pseudorapidities. Dijet production rates increase with jet156

pseudorapidity whereas rates for our assumed s-channel157

signal would diminish. We restrict the analysis to pho-158

tons in the barrel calorimeter, |⌘| < 1.37, and require159

|⌘
�

� ⌘

j

| < 1.4 between the photon and jet. The for-160

mer criterion was chosen to avoid kinematic bias of the161

m

�j

distribution due to inclusion of any ⌘ range where re-162

construction e�ciency is lower, such as the barrel-endcap163

transition region 1.37 < |⌘| < 1.52. The latter was chosen164

by optimizing expected significance using the |⌘
�

�⌘

j

| dis-165

tributions found in excited-quark signal simulation and166

background-dominated control data selected as in the167

nominal analysis but inverting the photon isolation re-168

quirement. This control sample is also used to check the169

background estimate.170

After the above selections, Fig. 1 shows the distribu-171

tion of the m

�j

invariant mass in bins equal to the mass172

resolution. The m

�j

resolution is about 4% at 600 GeV,173

improving to 3% at 2 TeV. We determine the combined174

SM and instrumental background to the search by fitting175

this distribution to the four-parameter ansatz176

f(x ⌘ m

�j

/

p
s) = p1(1� x)p2

x

�p3�p4 ln x

. (1)

The motivation for this function is discussed in Ref. [16,177

35–37]. The fit result is also shown in Fig. 1. The bottom178

panel of the figure shows the statistical significance of179

the di↵erence between data and the fit in each bin [38].180

With a negative log-likelihood test statistic, the p-value is181

23%, indicating the data distribution is compatible with182

Eq. 1. The functional form also describes the leading-183

order Pythia direct photon prediction for comparable184

event statistics.185

We search for statistical evidence of a resonance in this186

distribution using theBumpHunter algorithm [39]. The187

algorithm operates on the binned m

�j

distribution, com-188

paring the background estimate with the data in mass189

intervals of varying contiguous bin multiplicities across190

the entire distribution. For each interval in the scan, it191

computes the significance of any excess found. The algo-192

rithm identifies the interval 784–1212 GeV, indicated by193

the vertical lines in Fig. 1, as the single most discrepant194

interval. The significance of the outcome is evaluated195

BumpHunter:  
      Most significant excess appears in the interval 784–1212 GeV
       p-value of 0.20
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Set 95% CL Bayesian limits on Gaussian-shaped resonances.
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Set 95% CL Bayesian limits on excited quark model.
Compare Mq* > 2.46 TeV  with ~3 TeV from 1/$ dijet search.

Photon+Jet Excited Quark Limits
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ATLAS-CONF-2012-038 (just updated), 4.8 $-1

• Bump search in dijet mass distribution
• Shape comparison in χ ≡ exp(|y1 − y2|)

• Many many models predict resonances with two-body decays to jets:
Z’, excited quarks, chiral color, axigluons, black holes, KK gravitons, ...

• New physics tends to prefer central production (s-channel)
• QCD multijets has strong t-channel component

• Some new physics will not produce a peak in the dijet mass distribution
but could appear in angular distribution
• e.g., effective contact interaction due to NP at higher energy
• angular search also benefits from cancellation of systematic effects in

numerator/denominator
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Introduction!
●  dijet polar angular distribution"

■  new physics at high mass appears first as central production (s-wave)"
■  QCD characterized by forward production"

●  some forms of new physics produce no peak in the mass spectrum"
■  onset of a “contact interaction” in addition to QCD"

▲  new source of central production in dijet angular distribution"
▲  cross section rises smoothly with mass compared to QCD"
▲  very heavy states might appear this way prior to direct production at larger  "

–  e.g. 4-fermion weak interaction mediated by W and Z bosons"

1 November, 2011! J. Pilcher!4!
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• Selection common to mass and angular analyses:
At least two jets (pT > 80 GeV)
|y1,2| < 2.8
|y∗| < 0.6 
mjj > 850 GeV

• Mass analysis:
• Single high pT jet trigger

• Angular analysis:
• Different high pT jet trigger for each χ 

distribution
• |y∗| < 1.7 <=> χ < 30.0
• Fχ = Ncentral/Ntotal 

• Ncentral: |y∗| < 0.6 <=>  χ< 3.32
• Fχ  divided into 11 bins of mjj
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1 Introduction
At the CERN Large Hadron Collider (LHC), collisions with the largest momentum transfer typically

result in final states featuring two high transverse momentum (pT ) jets of particles. The study of these
events provides an opportunity to test the Standard Model (SM) at the highest energies ever recorded at a
collider. At those energies, new particles could be produced [1, 2] or new interactions between particles
could manifest themselves [3–6], or forces like gravity [7,8] could become strong. These collisions also
probe the structure of the fundamental constituents of matter at the smallest distance scales (∼ 10−20m),
allowing, for example, an experimental test of the size of quarks, considered as point-like particles in the
SM [9–11]. The models for new phenomena (NP) employed in the current studies will be described in
Section 9.

The two jets emerging from the collision may be reconstructed to determine the two-jet (dijet) in-
variant mass, mj j, and the scattering angular distribution with respect to the colliding beams of protons.
The dominant Quantum Chromodynamics (QCD) interaction for this high pT scattering regime involves
t-channel processes, leading to angular distributions that peak at small scattering angles. Different classes
of new phenomena are expected to modify dijet mass and angular distributions as a function of mj j, cre-
ating either a growing departure from QCD above some threshold, or an excess of events localised in
mass (often referred to as a “bump” or “resonance”). Most models predict that the angular distribution
of the NP signal will be more isotropic than that of QCD.

Results from previous studies of dijet mass and angular distributions [12–23] were consistent with
QCD predictions. The study reported in this note is based on pp collisions at a center-of-mass (CM)
energy of 7 TeV produced at the LHC and measured by the ATLAS detector. The dataset analysed
corresponds to an integrated luminosity of 4.8 fb−1 collected in 2011 [24,25], a substantial increase over
previously published ATLAS dijet analyses [22, 23].

A detailed description of the ATLAS detector has been published elsewhere [26]. The detector is
instrumented over almost the entire solid angle around the pp collision point with layers of tracking
detectors, calorimeters, and muon chambers. High transverse momentum hadronic jets are measured
using a finely segmented calorimeter system, designed to achieve a high reconstruction efficiency and an
excellent energy resolution. The online event selection is performed using the ATLAS three-level trigger
system, with the first level trigger (L1) being custom-built hardware and the two higher level triggers
(HLT) being realised in software on large computer clusters.

2 Overview of the dijet mass and angular analyses
The dijet invariant mass, mj j, is calculated from the vectorial sum of the four-momenta of the two

highest pT jets in the event. In the dijet mass analyses, the mj j spectrum is searched for resonances,
employing a data-driven background estimate that does not rely on QCD calculations.

The angular analyses employ ratio observables and normalised distributions to substantially reduce
their sensitivity to systematic uncertainties, especially those associated with the jet energy scale (JES)
and the integrated luminosity. The basic angular variables and distributions used in the previous ATLAS
dijet studies [17, 22] are employed again in this analysis. In angular analyses, a convenient variable that
emphasises the central scattering region is χ , based on the rapidity, y. If E is the jet energy and pz is the
z-component of the jet’s momentum 1, the rapidity of the jet is given by y≡ 1

2 ln(
E+pz
E−pz ). In a given event,

the rapidities in the pp system of the two highest pT jets are denoted by y1 and y2, and the rapidities
of the jets in their CM frame are y∗ = ± 1

2(y1− y2). The longitudinal motion of the dijet CM system
in the pp frame is described by the rapidity boost, yB = 1

2(y1+ y2). The variable χ is derived from y∗:

1In the right-handed ATLAS coordinate system, the pseudorapidity η is defined as η ≡ -ln tan(θ /2), where the polar angle
θ is measured with respect to the LHC beamline. The azimuthal angle φ is measured with respect to the x-axis, which points
toward the center of the LHC ring. The z-axis is parallel to the anti-clockwise beam viewed from above. Transverse momentum
and energy are defined as pT = p sinθ and ET = E sinθ , respectively.
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χ ≡ exp(|y1− y2|) = exp(2|y∗|).
The χ distributions predicted by QCD are relatively flat compared to those produced by new phe-

nomena, and the χ analysis is essentially a shape comparison. In particular, many NP signals are more
isotropic than QCD, causing them to peak at low values of χ . For the χ distributions in the current stud-
ies, the rapidity coverage extends to |y∗| < 1.7 corresponding to χ < 30.0. This interval is divided into
11 bins, with boundaries at χn = e(0.3×n), where 0.3 is three times the coarsest calorimeter segmentation,
Δη = 0.1. These χ distributions are binned coarsely in dijet mass with the expectation that low mj j bins
will be dominated by QCD processes and NP signals would be found in higher mass bins.

To facilitate an alternate approach to the study of dijet angular distributions, it is useful to define a
single-parameter measure of isotropy as the fraction Fχ = Ncentral

Ntotal , where Ncentral is the number of events in
a defined central region, and Ntotal is the number of events in the full distribution extending to χ < 30.0.
Sensitivity studies have shown that |y∗| < 0.6, corresponding to χ < 3.32, defines an optimal central
region where many new processes would be expected to deviate from QCD predictions. This value
corresponds to the upper boundary of the fourth bin in the χ distribution.

As in previous ATLAS studies [17], the current angular analyses make use of the Fχ(mj j) distribu-
tion, which consists of Fχ binned finely in mj j. This distribution is more sensitive to mass-dependent
changes in the rate of centrally produced dijets than 11-bin χ distributions, but less sensitive to the
detailed angular shape.

3 Jet calibration
Jets are reconstructed using the anti-kt jet clustering algorithm [27, 28] with the distance parameter

R= 0.6. The jet calibration procedure described in this section accounts for the shift in the jet response
caused by the presence of multiple events in each bunch crossing, and it restores the corrected jets to the
hadronic energy scale [29].

During the ATLAS 2011 data taking period the LHC instantaneous luminosity rose substantially,
with the average 〈µ〉 of inelastic interactions per bunch crossing2 rising above 20 for the run periods
with highest instantaneous luminosity. A specific correction is applied to account for the effects on the
jet response from additional interactions within the same bunch crossing (“in-time pileup”) and from
interactions in bunch crossings preceding or following the one of interest (“out-of-time pileup”)3. The
jet energy is adjusted by an “offset”, specific to the jet algorithm and dependent on the average pileup
conditions present at the time of the event.

The jet offset correction is proportional to µactual , the number of inelastic interactions in the given
bunch crossing, which is approximated using two observables: (1) the calculated 〈µ〉 at the time of
the event based on luminosity data, and (2) the number of observed primary vertices in the crossing,
NPV , defined as the number of reconstructed primary vertices with two or more tracks. The jet offset
correction is independent of the jet pT and is divided into seven intervals in |η |, covering the full range
from |η | = 0.0 to |η | = 4.9.

Subsequently, jets are calibrated to the hadronic scale using constants that are functions of the jet
energy and pseudorapidity. The calibration constants are derived from the Monte Carlo (MC) simulation
of jet events that has been validated with extensive studies using test-beam and collision data.

A pT and η dependent jet energy scale uncertainty as low as 2.5% in the central detector region
is assigned to calibrated jets. The jet energy scale uncertainty has been derived using single hadron
response and test-beam measurements, in combination with systematic variations of the nominal full
MC simulation, and validated using specific performance studies involving in-situ techniques [29]. A
comparison of the pileup offset correction derived from MC and data provides an additional source of

2〈µ〉 is measured by the ATLAS luminosity detectors [25, 30] and sampled in intervals of approximately two minutes.
3The jet response is affected by out-of-time pileup as the electronic shaping time of the liquid argon calorimeters is longer

than the bunch spacing.
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The use of this smooth background form brings in the uncertainties associated with its fit parameters,
but avoids the theoretical and systematic uncertainties that are encountered in the alternative approach,
using a MC QCD background prediction. Currently, the uncertainties in MC QCD simulations are con-
siderably larger than the fit uncertainties, though this may change in the future as the simulations are
tuned. Another feature of the fitting form is that it allows for smooth background variations, but does not
accommodate localised excesses that could indicate the presence of NP signals. The effects of smooth
deviations from QCD, such as contact interactions, could be partially compensated by the background
fitting function, and therefore, the m j j analysis is only used to search for resonant effects.
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Figure 1: The reconstructed dijet mass distribution (filled points) fitted with a smooth functional form
(solid line). Mass distribution predictions for three q∗ masses are shown above the background. The
bin-by-bin significance of the data-background difference is shown in the lower panel.

The χ2 of the fit is 12.9/NDF=0.585, for 21 degrees of freedom. The lower part of Fig. 1 shows the
significance, in standard deviations, of the difference between the data and the prediction in each bin.
The significance is purely statistical, and based on Poisson distributions. The contents of a given bin are
used to determine the p-value, the probability of the background fluctuating higher than the observed
excess or lower than the observed deficit. The p-value is transformed to a significance in terms of an
equivalent number of standard deviations (the z-value) [32].

To determine the degree of consistency between data and the fitted background, the p-value of the fit
is obtained by calculating the χ2 from the data, and comparing this result to the χ2 distribution obtained
from pseudoexperiments, as described in a previous publication [22]. The resulting p-value is 0.93,
showing that there is good agreement between the data and the functional form.

As a more sensitive test, the BUMPHUNTER algorithm [33, 34] is used to establish the presence or
absence of a resonance in the dijet mass spectrum, as described in greater detail in previous ATLAS
publications [22, 23]. Starting with a two-bin window, the algorithm increases the signal window and
shifts its location until all possible bin ranges, up to half the mass range spanned by the data, have been
tested. The most significant departure from the smooth spectrum (“bump”) is defined by the set of bins
that have the smallest probability of arising from a background fluctuation assuming Poisson statistics.
The BUMPHUNTER algorithm accounts for the so-called “look elsewhere effect” [35,36]. Furthermore,
to prevent any NP signal from biasing the background estimate, if the biggest local excess from the
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systematic uncertainty to the jet energy scale due to pileup.
Dijet distributions from collision data are not corrected (unfolded) for detector resolution effects. The

measured distributions are compared to theoretical predictions passed through full detector simulation.

4 Event triggers and selection criteria
The triggers employed for this study select events that have at least one large transverse energy

deposition in the calorimeter. These triggers are also referred to as “single jet” triggers. To match the
data rate to the processing and storage capacity available to ATLAS, a number of triggers with low pT
thresholds have been “prescaled”. For these triggers only a pre-selected fraction of all events passing the
threshold are recorded.

A single trigger is used for the dijet mass spectrum analysis. For the angular analyses, several triggers
are employed. All χ distributions have been assigned a unique trigger, chosen to maximise the statistics
for each mj j bin, leading to a different effective luminosity for each angular distribution. Similar choices
are made for the Fχ(mj j) distribution, assigning triggers to specific ranges of mj j to maximise the statis-
tics in each range. In all analyses, kinematic selection criteria assure that the selected triggers are used
on the efficiency plateau to avoid the need for corrections, and the efficiency on the plateau is greater
than 99% in all cases.

Events are required to have a primary collision vertex defined by two or more charged particle tracks.
Events are rejected if the data from the liquid argon calorimeter have an unusual topology or there is
evidence of data corruption [31]. There must be at least two jets in the event. The highest pT jet is
referred to as the “leading” jet ( j1), and the second highest as the “next-to-leading” jet ( j2). According
to the criteria in [31], for events to be retained, there must be no poorly measured jets with pT greater
than 30% of the pT of the next-to-leading jet. These criteria also require that, if either of the leading jets
is not attributed to in-time energy depositions in the calorimeters, the event is to be rejected.

A selection has been implemented to avoid an electromagnetic calorimeter defect in the region from
-0.1 to 1.5 in η , and from -0.9 to -0.5 in φ that occurred during part of the running period. The average
jet response for jets in this region is 20% to 30% too low. For the mj j analysis events with jets near
this region have been rejected if such jets have a pT greater than 30% of the next-to-leading jet pT. The
reduction during run periods affected by the defect is 12%, and the overall reduction in the data set due to
this effect is approximately 2%. A similar rejection has been done for the angular analyses, but in order
to retain the shape of the distributions, the complete η slice from -0.9 to -0.5 in φ has been excluded.
This requirement removes 4.3% of the events.

Additional kinematic selection criteria are used to enrich the sample with events in the hard-scattering
region of phase space. For the dijet mass analysis, events must satisfy |y∗| < 0.6 and |y1,2| < 2.8 for
the two leading jets, and mj j > 850 GeV. For the angular analyses events must satisfy |y∗| < 1.7 and
|yB| < 1.1, and mj j > 800 GeV. The combined y∗, yB criteria limit the rapidity range of the two leading
jets to |y1,2|< 2.8 and define a region within the space of accessible y1 and y2 that has relatively uniform
acceptance in χ . The kinematic selection also restricts the minimum pT of jets entering the analysis to
80 GeV, with the maximum jet pT observed at about 2 TeV. Finally, for χ distributions, the event sample
is divided into five coarse bins in mj j.

5 Comparing the dijet mass spectrum to a smooth background
The observed dijet mass distribution after all selection cuts is shown in Fig. 1. As in previous dijet

resonance analyses the mj j spectrum is fitted to a smooth functional form,

f (x) = p1(1− x)p2xp3+p4 lnx, (1)

where the pi are fit parameters, and x≡mj j/
√
s. In previous studies, ATLAS and other experiments [14,

16, 18, 22] have found this ansatz to provide a satisfactory fit to the QCD prediction of dijet production.

3

Background estimate:
Fit mass distribution to an ansatz 
motivated by massless 2->2 scattering 
formulae

Perform BumpHunter search for bin 
range with most significant deviation 
from background

Most significant discrepancy appears 
in the two bins spanning 1.08–1.25 TeV.

Probability of observing an upward 
fluctuation of background at least as 
large anywhere in the spectrum is 0.96.
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The use of this smooth background form brings in the uncertainties associated with its fit parameters,
but avoids the theoretical and systematic uncertainties that are encountered in the alternative approach,
using a MC QCD background prediction. Currently, the uncertainties in MC QCD simulations are con-
siderably larger than the fit uncertainties, though this may change in the future as the simulations are
tuned. Another feature of the fitting form is that it allows for smooth background variations, but does not
accommodate localised excesses that could indicate the presence of NP signals. The effects of smooth
deviations from QCD, such as contact interactions, could be partially compensated by the background
fitting function, and therefore, the m j j analysis is only used to search for resonant effects.
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Figure 1: The reconstructed dijet mass distribution (filled points) fitted with a smooth functional form
(solid line). Mass distribution predictions for three q∗ masses are shown above the background. The
bin-by-bin significance of the data-background difference is shown in the lower panel.

The χ2 of the fit is 12.9/NDF=0.585, for 21 degrees of freedom. The lower part of Fig. 1 shows the
significance, in standard deviations, of the difference between the data and the prediction in each bin.
The significance is purely statistical, and based on Poisson distributions. The contents of a given bin are
used to determine the p-value, the probability of the background fluctuating higher than the observed
excess or lower than the observed deficit. The p-value is transformed to a significance in terms of an
equivalent number of standard deviations (the z-value) [32].

To determine the degree of consistency between data and the fitted background, the p-value of the fit
is obtained by calculating the χ2 from the data, and comparing this result to the χ2 distribution obtained
from pseudoexperiments, as described in a previous publication [22]. The resulting p-value is 0.93,
showing that there is good agreement between the data and the functional form.

As a more sensitive test, the BUMPHUNTER algorithm [33, 34] is used to establish the presence or
absence of a resonance in the dijet mass spectrum, as described in greater detail in previous ATLAS
publications [22, 23]. Starting with a two-bin window, the algorithm increases the signal window and
shifts its location until all possible bin ranges, up to half the mass range spanned by the data, have been
tested. The most significant departure from the smooth spectrum (“bump”) is defined by the set of bins
that have the smallest probability of arising from a background fluctuation assuming Poisson statistics.
The BUMPHUNTER algorithm accounts for the so-called “look elsewhere effect” [35,36]. Furthermore,
to prevent any NP signal from biasing the background estimate, if the biggest local excess from the
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systematic uncertainty to the jet energy scale due to pileup.
Dijet distributions from collision data are not corrected (unfolded) for detector resolution effects. The

measured distributions are compared to theoretical predictions passed through full detector simulation.

4 Event triggers and selection criteria
The triggers employed for this study select events that have at least one large transverse energy

deposition in the calorimeter. These triggers are also referred to as “single jet” triggers. To match the
data rate to the processing and storage capacity available to ATLAS, a number of triggers with low pT
thresholds have been “prescaled”. For these triggers only a pre-selected fraction of all events passing the
threshold are recorded.

A single trigger is used for the dijet mass spectrum analysis. For the angular analyses, several triggers
are employed. All χ distributions have been assigned a unique trigger, chosen to maximise the statistics
for each mj j bin, leading to a different effective luminosity for each angular distribution. Similar choices
are made for the Fχ(mj j) distribution, assigning triggers to specific ranges of mj j to maximise the statis-
tics in each range. In all analyses, kinematic selection criteria assure that the selected triggers are used
on the efficiency plateau to avoid the need for corrections, and the efficiency on the plateau is greater
than 99% in all cases.

Events are required to have a primary collision vertex defined by two or more charged particle tracks.
Events are rejected if the data from the liquid argon calorimeter have an unusual topology or there is
evidence of data corruption [31]. There must be at least two jets in the event. The highest pT jet is
referred to as the “leading” jet ( j1), and the second highest as the “next-to-leading” jet ( j2). According
to the criteria in [31], for events to be retained, there must be no poorly measured jets with pT greater
than 30% of the pT of the next-to-leading jet. These criteria also require that, if either of the leading jets
is not attributed to in-time energy depositions in the calorimeters, the event is to be rejected.

A selection has been implemented to avoid an electromagnetic calorimeter defect in the region from
-0.1 to 1.5 in η , and from -0.9 to -0.5 in φ that occurred during part of the running period. The average
jet response for jets in this region is 20% to 30% too low. For the mj j analysis events with jets near
this region have been rejected if such jets have a pT greater than 30% of the next-to-leading jet pT. The
reduction during run periods affected by the defect is 12%, and the overall reduction in the data set due to
this effect is approximately 2%. A similar rejection has been done for the angular analyses, but in order
to retain the shape of the distributions, the complete η slice from -0.9 to -0.5 in φ has been excluded.
This requirement removes 4.3% of the events.

Additional kinematic selection criteria are used to enrich the sample with events in the hard-scattering
region of phase space. For the dijet mass analysis, events must satisfy |y∗| < 0.6 and |y1,2| < 2.8 for
the two leading jets, and mj j > 850 GeV. For the angular analyses events must satisfy |y∗| < 1.7 and
|yB| < 1.1, and mj j > 800 GeV. The combined y∗, yB criteria limit the rapidity range of the two leading
jets to |y1,2|< 2.8 and define a region within the space of accessible y1 and y2 that has relatively uniform
acceptance in χ . The kinematic selection also restricts the minimum pT of jets entering the analysis to
80 GeV, with the maximum jet pT observed at about 2 TeV. Finally, for χ distributions, the event sample
is divided into five coarse bins in mj j.

5 Comparing the dijet mass spectrum to a smooth background
The observed dijet mass distribution after all selection cuts is shown in Fig. 1. As in previous dijet

resonance analyses the mj j spectrum is fitted to a smooth functional form,

f (x) = p1(1− x)p2xp3+p4 lnx, (1)

where the pi are fit parameters, and x≡mj j/
√
s. In previous studies, ATLAS and other experiments [14,

16, 18, 22] have found this ansatz to provide a satisfactory fit to the QCD prediction of dijet production.

3

Background estimate:
Fit mass distribution to an ansatz 
motivated by massless 2->2 scattering 
formulae

Perform BumpHunter search for bin 
range with most significant deviation 
from background

Most significant discrepancy appears 
in the two bins spanning 1.08–1.25 TeV.

Probability of observing an upward 
fluctuation of background at least as 
large anywhere in the spectrum is 0.96.



Search in the Dijet Mass Distribution

32

Limits using the mass distribution:

Set specific limits on excited quark and 
color octet models.
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10 Limits on new resonant phenomena from the m j j distribution
In the current studies, the Bayesian method documented in [22] is used to set 95% C.L. limits on the

appearance of signals associated with new phenomena. Bayesian credibility intervals are set by defining
a posterior probability density from the Poisson likelihood function for the observed mass spectrum, ob-
tained by a fit to the background parameterisation, which is assumed to be dominated by QCD processes,
and a signal shape derived from MC simulations. A prior probability density constant in all values of
signal cross section is used. The posterior probability is then integrated to determine the 95% C.L. for a
given range of models, parameterised by the mass of the resonance.
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(a) Excited-quark model.
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(b) Colour scalar octet model.

Figure 4: The 95% C.L. upper limits on σ ×A as a function of particle mass (black filled circles) using
m j j. The black dotted curve shows the 95% C.L. upper limit expected from Monte Carlo and the light
and dark yellow shaded bands represent the 68% and 95% contours of the expected limit, respectively.
Theoretical predictions of σ×A are shown in (a) for excited quarks (dashed), and in (b) for colour octet
scalars (dashed). For a given NP model, the observed (expected) limit occurs at the crossing of its σ×A

curve with the observed (expected) 95% C.L. upper limit curve.

As illustrated in Fig. 4, limits are determined on cross section times acceptance, σ ×A , for a hypo-
thetical new particle decaying into dijets. This form of analysis is applicable to all resonant phenomena
where the NP couplings are strong at the signal mass and interference with QCD terms can thus be ne-
glected. The acceptance calculation includes all MC reconstruction steps and analysis cuts described in
Section 4.

The effects of systematic uncertainties due to luminosity, acceptance, and jet energy scale are in-
cluded. The luminosity uncertainty for the 2011 data is 3.9% [24], and is combined in quadrature with
the acceptance uncertainty. The systematic uncertainty on the JES is taken from the 2010 data [53] anal-
ysis, and is adapted to the 2011 data by introducing corrections that account for the new event pileup
conditions. The JES uncertainty shifts resonance mass peaks by less than 4%. The background param-
eterisation uncertainty is taken from the fit results, as described in [22]. The effect of the jet energy
resolution uncertainty is found to be negligible.

These uncertainties are incorporated into the fit by varying all sources according to Gaussian proba-
bility distributions and convolving them with the Bayesian posterior probability distribution. Credibility
intervals are then calculated numerically from the resulting convolutions. No uncertainties are associ-
ated with the theoretical model, as in each case the NP model is a benchmark that incorporates a specific
choice of model parameters, PDF set, and MC tune. Previous ATLAS studies using the q∗ theoretical
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2Appendix C describes the list, the criteria used to determine it, and the luminosities of individual periods.
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p-value with binned likelihood: 0.052
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scales, and PDF uncertainties. The former are varied by a factor of two independently, while the PDF
errors are determined using CT10 NLO PDF error sets [47]. The resulting bin-wise uncertainties for
the cross section normalised χ distributions can be as high as 8% for the combined NLO QCD scale
variations and are typically below 1% for the PDF uncertainties. These theoretical uncertainties are con-
volved with the JES uncertainty and applied to all MC angular distributions. The resulting systematics
variations are used to generate statistical ensembles for the estimation of p-values when comparing QCD
predictions to data.

The observed χ distributions are shown in Fig. 2 for several mj j bins, defined by boundaries at 800,
1200, 1600, 2000, and 2600 GeV. These bins are chosen to ensure sufficient statistics in each mass
bin. Going from the lowest dijet mass bin to the highest bin the number of events are: 12397, 3720,
31751, 24740, 2359, and the corresponding integrated luminosities are 5.6 pb−1, 19.2 pb−1, 1.2 fb−1
and 4.8 fb−1 for the two highest bins. The yield for all mj j < 2000 GeV is reduced by trigger prescaling,
and for mj j > 2000 GeV, by the falling cross section. The χ distributions are compared in the figure to
the predictions from QCD MC and the signal that would be seen in one particular NP model, a quantum
black hole (QBH) scenario with a quantum gravity mass scale of 4.0 TeV and six extra dimensions.

χ
1 10

χ
/ d
σ

) d
σ

(1
/
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Theoretical uncertainties
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D
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Figure 2: The 11-bin χ distributions for all dijet mass bins. The QCD predictions are shown with
theoretical and total systematic uncertainties (bands), as well as the data with statistical uncertainties.
The dashed line is the prediction for a QBH signal for MD = 4.0 TeV and n= 6 in the highest mass bin.
The distributions have been offset by the amount shown in the legend to aid in visually comparing the
shapes in each mass bin.

A statistical analysis is performed on each of the five χ distributions to test the overall consistency
between data and QCD predictions. A binned log-likelihood is calculated for each distribution assuming
that the sample consists only of QCD dijet production. The expected distribution of this likelihood is
then determined using pseudoexperiments drawn from the QCD MC sample and convolved with the
systematic uncertainties as discussed above.

The p-values determined from the observed likelihoods are shown in Table 1, in the column labelled
“LL”, for log-likelihood. These indicate that there is no statistically significant evidence for new phenom-
ena in the χ distributions, and that these distributions are in reasonable agreement with QCD predictions.
The variations for these p-values are due in part to statistics varying for the different dijet mass bins.
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of the analysis is performed (blue line) and the boundary below which an offset is calculated for the MC
background (red line), as explained below.

Systematic effects, such as NLO scale and JES uncertainties, can be seen to cause a combination
of two effects on the Fχ(mj j) distribution: a dijet mass independent shift of the Fχ(mj j) distribution,
and a change of its shape. In order to improve the MC description at low dijet masses and in order to
reduce the impact of systematic uncertainties on the statistical tests, a dijet mass independent offset is
applied to all MC predictions. This offset is obtained using maximum likelihood fits on the dijet mass
region below 1560 GeV. The offset value found for the QCD prediction is +0.0065, compatible with zero
within uncertainties. The dijet mass region below 1560 GeV is excluded from the succeeding statistical
analyses, and the mass dependent component of systematic variations in MC is left unrestricted as low
mass data do not contain sufficient information to constrain the shape of Fχ(mj j) with mj j.

Two statistical tests are applied to the high mass region to determine whether the data are compatible
with the QCD prediction. The first test uses a binned likelihood assuming only QCD processes, and
including the systematic uncertainties. The p-value calculated from this likelihood is 0.052, indicating
that these data are in agreement with the QCD prediction.

 [GeV]jjm
1000 1500 2000 2500 3000 3500 4000 4500

χF
0

0.1

0.2

0.3

0.4

0.5

0.6
ATLAS Preliminary

=7 TeVs, -1dt = 4.8 fbL∫
  QCD Prediction
  Theoretical uncertainties
  Total Systematics
  data

 = 7.5 TeVΛ  Contact Interaction: 
 = 4.5 TeV

D
  QBH (n=6) : M

 = 2.5 TeV
q*

  q*: m
 Upper boundary to control region
 Lower boundary to search region

Figure 3: The Fχ(mj j) distribution in mj j. The QCD prediction is shown with theoretical and total
systematic uncertainties (bands), and data (black points) with statistical uncertainties. The two vertical
lines indicate the control region (red line) –where the offset is determined, as is explained in the text– and
the search region (blue line) for new physics. Various expected new physics signals are shown: a contact
interaction with Λ = 7.5 TeV, an excited quark with mass 2.5 TeV and a QBH signal withMD = 4.5 TeV.

The second test consists of applying the BUMPHUNTER and TAILHUNTER algorithms [33, 34]
to the Fχ(mj j) distributions, including systematic uncertainties and assuming binomial statistics. Only
dijet masses above 2060 GeV have been included. The test scans the data using windows of varying
widths and identifies the window with the largest excess of events with respect to the background. The
BUMPHUNTER finds the most discrepant interval from 2209 GeV to 3498 GeV, with a p-value of 0.082,
corresponding to 1.39σ . The TAILHUNTER finds the most discrepant interval from 2209 GeV onwards,
with a p-value of 0.090, corresponding to 1.34σ .
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prediction [22] showed that the variation among three different choices of MC tune and PDF set was less
than 4% for the expected limits.

The resulting limits for excited quarks are shown in Fig. 4 (a). For q∗, the acceptanceA ranges from
39 to 49% for mq∗ varying from 1.0 to 4.0 TeV, and is never lower than 44% for masses above 1.2 TeV.
The main impact on the acceptance comes from the rapidity selection criteria. The expected lower mass
limit at 95% C.L. for q∗ is 3.09 TeV, and the observed limit is 3.35 TeV. The limits for colour octet scalars
are shown in Fig. 4 (b). The expected mass limit at 95% C.L. is 1.95 TeV, and the observed limit is 1.94
TeV.

11 Limits on new resonant phenomena from the Fχ(mj j) distribution
The Bayesian approach employed to set exclusion limits on new resonant phenomena with the dijet

mass spectrummay be applied to the Fχ(mj j) distribution (see Fig. 3), provided that the NP models under
consideration do not include interference with QCD. Unlike the mj j resonance analysis, the background
prediction is based on the QCDMC samples processed through full detector simulation and corrected for
NLO effects. The likelihood is constructed from two mj j distributions and their associated uncertainties,
one distribution being the numerator spectrum of the Fχ(mj j) distribution, and the other the denominator.
Here too, pseudoexperiments are used to convolve all systematic uncertainties, which in this case include
the JES uncertainties, and the PDF and scale uncertainties associated with the QCD prediction.
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Figure 5: The 95% C.L. upper limits on σ ×A as function of the reduced Planck mass MD of the QBH
model using Fχ(mj j) (black filled circles). The black dotted curve shows the 95% C.L. upper limit
expected from Monte Carlo and the light and dark yellow shaded bands represent the 68% and 95%
contours of the expected limit, respectively. Theoretical predictions of σ ×A are shown for various
numbers of extra dimensions.

Figure 5 shows the limits expected and observed from data on the production cross-section σ times
the acceptanceA , along with theoretical predictions for the QBH model [7,8], for n ranging from 2 to 7.
For this model, generator-level studies have shown that the acceptance does not depend on the number
of extra dimensions within this range. Therefore only the QBH MC sample for n = 6 has been processed
through the ATLFAST II detector simulation, and the acceptance calculated from this sample has been
used for all values of n. The acceptance is close to 90% for all MD values. The resulting 95% C.L.
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exclusion limits for the number of extra dimensions n ranging from 2 to 7 are shown in Table 2.

Table 2: Lower limits at 95% C.L. onMD of the QBH model with n=2 to 7 extra dimensions.
n extra Expected Observed
dimensions limit (TeV) limit (TeV)
2 3.82 3.79
3 3.95 3.93
4 4.03 4.01
5 4.09 4.06
6 4.14 4.11
7 4.18 4.15

The same analysis has been applied to detect resonances in Fχ(mj j) due to excited quarks. With an
acceptance close to 90% for all masses this analysis sets a 95% C.L. lower limit on Mq∗ > at 2.58 TeV
with an expected limit of 2.97 TeV.

12 Limits on CI from the Fχ(mj j) distribution
As was done previously with the ATLAS 2010 data sample [22], the Fχ(mj j) distribution (see Fig. 3)

has been used in the current study to set limits on quark contact interactions. MC samples of QCD
production modified by a contact interaction are created for values of Λ ranging from 4.0 to 10.0 TeV.

For the CI distributions, QCD K-factors have been applied to the QCD-only components of the inner
and outer dijet mass spectra that form the numerator and denominator of Fχ(mj j) respectively. This is
done by subtracting the LO QCD cross section and adding the QCD cross section corrected for NLO
effects.

Individual Fχ(mj j) distributions are smoothed by a fit in mj j. For the pure QCD sample (corre-
sponding to Λ= ∞) a 2nd order polynomial is used, while for the MC predictions with finite Λ, a Fermi
function is added to the polynomial, which has been verified to be a good representation of the onset for
contact interactions.

Next, the MC Fχ(mj j) distributions are interpolated in Λ using a 4-parameter function 4, creating a
smooth predicted Fχ(mj j) surface as a function of mj j and Λ. This surface enables integration in mj j vs
Λ for continuous values of Λ.

A Bayesian limit method is then employed, using a prior that is flat in 1/Λ4. From the signal fits, a
posterior probability density is constructed as a function ofΛ. The systematic uncertainties are convolved
with the posterior distribution through pseudoexperiments. For the expected limit, pseudoexperiments
are performed about the QCD background and used as pseudodata.

As in previous studies, this procedure has been applied to CI MC samples with the phase set for
destructive interference. This analysis sets a 95% C.L. lower limit on Λ > at 7.6 TeV with an expected
limit of 8.2 TeV.

13 Limits on CI and QBH from the 11-bin χ distributions
Bayesian analyses, performed previously with the 2010 data sample [22], have been repeated using

the 11-bin χ distribution in the highest mass bin of Fig. 2 to set 95% C.L. limits on two NP hypotheses,
CI and QBH. The highest bin includes all dijet events with mj j > 2.6 TeV.

The first model is CI with a constant prior in 1/Λ4. For the CI distributions, similar to the Fχ(mj j)
analysis, QCD K-factors have been applied to the QCD-only component of the cross section; before
normalizing the χ-distributions, the LO QCD cross section has been replaced by the QCD cross section
corrected for NLO effects.

4The fitting function is f (x) = p4 1
exp(p1 (p2−log(x)))+1 + p3, x= 1/Λ2
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Using a QCD sample and a finite set of MC CI samples with Λ varying between 4.0 TeV and 10.0
TeV, each χ-bin is fitted as function of Λ against the same 4-parameter function used for the Fχ(mj j)
analysis, allowing for a smooth integration of the posterior probability density functions over Λ. This
analysis sets a 95% C.L. lower limit on Λ> at 7.8 TeV with an expected limit of 8.7 TeV.

The second model is QBH with n= 6 with a constant prior in cross section. Similarly to what is done
for CI, the QCD sample together with a finite set of QBH samples with MD ranging from 2.0 TeV to 6.0
TeV, is fitted to the same smooth function in every χ-bin to enable integration of the posterior probability
density functions over MD. The expected and observed 95% C.L. lower limits on MD are 4.23 TeV and
3.96 TeV respectively.

14 Conclusions
Dijet mass and angular distributions have been measured by the ATLAS experiment over a large

angular range, and spanning dijet masses up to approximately 4.0 TeV, using 4.8 fb−1 of pp collision
data at 7 TeV. No resonance-like features have been observed in the dijet mass spectrum, and all angular
distributions are consistent with QCD predictions. This analysis places limits on a variety of hypotheses
for physics phenomena beyond the Standard Model, as summarised in Table 3 .

Table 3: The 95% C.L. lower limits on the masses and energy scales of the models examined in this
study. All limit analyses are Bayesian, with statistical and systematic uncertainties included. For each
NP hypothesis, the result corresponding to the highest expected limit is the result quoted in the abstract.

Model, and Analysis Strategy 95% C.L. Limits (TeV)
Expected Observed

Excited quark, mass of q∗
Resonance in mj j 3.09 3.35
Resonance in Fχ(mj j) 2.97 2.58

Colour octet scalar, mass of s8
Resonance in mj j 1.95 1.94

Quantum Black Hole for n= 6,MD
Fχ(mj j) 4.14 4.11
11-bin χ , mj j > 2.6 TeV 4.23 3.96

Contact interaction, Λ, destructive interference
Fχ(mj j) 8.2 7.6
11-bin χ , mj j > 2.6 TeV 8.7 7.8
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Figure 3: Final distributions for pT of the object (jet or lepton) with the largest value of pT for the
signal region. Background processes are shown according to their data-derived estimates, as described
in the text. The yellow band indicates the uncertainty on the expectation from finite statistics, jet and
lepton energy scales and resolutions. Two representative signal distributions are overlaid for comparison
purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6, MD =

0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with n = 6,
MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. The last bin in the signal sample histograms is the
integral of all events with pT ≥ 1400 GeV.
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signal region. Background processes are shown according to their data-derived estimates, as described
in the text. The yellow band indicates the uncertainty on the expectation from finite statistics, jet and
lepton energy scales and resolutions. Two representative signal distributions are overlaid for comparison
purposes. The signal labelled “Black Hole” is a non-rotating black hole sample with n = 6, MD =

0.8 TeV and MTH = 4 TeV. The signal labelled “Stringball” is a rotating string ball sample with n = 6,
MD = 1.26 TeV, MS = 1 TeV and MTH = 3 TeV. The last bin in the signal sample histograms is the
integral of all events with pT ≥ 1400 GeV.
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scales, and PDF uncertainties. The former are varied by a factor of two independently, while the PDF
errors are determined using CT10 NLO PDF error sets [47]. The resulting bin-wise uncertainties for
the cross section normalised χ distributions can be as high as 8% for the combined NLO QCD scale
variations and are typically below 1% for the PDF uncertainties. These theoretical uncertainties are con-
volved with the JES uncertainty and applied to all MC angular distributions. The resulting systematics
variations are used to generate statistical ensembles for the estimation of p-values when comparing QCD
predictions to data.

The observed χ distributions are shown in Fig. 2 for several mj j bins, defined by boundaries at 800,
1200, 1600, 2000, and 2600 GeV. These bins are chosen to ensure sufficient statistics in each mass
bin. Going from the lowest dijet mass bin to the highest bin the number of events are: 12397, 3720,
31751, 24740, 2359, and the corresponding integrated luminosities are 5.6 pb−1, 19.2 pb−1, 1.2 fb−1
and 4.8 fb−1 for the two highest bins. The yield for all mj j < 2000 GeV is reduced by trigger prescaling,
and for mj j > 2000 GeV, by the falling cross section. The χ distributions are compared in the figure to
the predictions from QCD MC and the signal that would be seen in one particular NP model, a quantum
black hole (QBH) scenario with a quantum gravity mass scale of 4.0 TeV and six extra dimensions.
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Figure 2: The 11-bin χ distributions for all dijet mass bins. The QCD predictions are shown with
theoretical and total systematic uncertainties (bands), as well as the data with statistical uncertainties.
The dashed line is the prediction for a QBH signal for MD = 4.0 TeV and n= 6 in the highest mass bin.
The distributions have been offset by the amount shown in the legend to aid in visually comparing the
shapes in each mass bin.

A statistical analysis is performed on each of the five χ distributions to test the overall consistency
between data and QCD predictions. A binned log-likelihood is calculated for each distribution assuming
that the sample consists only of QCD dijet production. The expected distribution of this likelihood is
then determined using pseudoexperiments drawn from the QCD MC sample and convolved with the
systematic uncertainties as discussed above.

The p-values determined from the observed likelihoods are shown in Table 1, in the column labelled
“LL”, for log-likelihood. These indicate that there is no statistically significant evidence for new phenom-
ena in the χ distributions, and that these distributions are in reasonable agreement with QCD predictions.
The variations for these p-values are due in part to statistics varying for the different dijet mass bins.
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Figure 5: Measured leading jet pT and EmissT distributions (black dots) in the LowPt region compared to the pre-
dictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative purposes,
the impact of two different ADD scenarios is included.
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Figure 6: Measured leading jet pT and EmissT distributions (black dots) in the HighPt region compared to the pre-
dictions for SM backgrounds (histograms). Only statistical uncertainties are considered. For illustrative purposes,
the impact of two different ADD scenarios is included.

13

500 1000 1500 2000 2500

E
ve

n
ts

-110

1

10

210

310

410

510 -1dt = 2.11 fb L
  ∫

 = 7 TeVs

Data

Fit

(0.5 TeV)q*

(1.0 TeV)q*

(2.0 TeV)q*

 [GeV]jγm
500 1000 1500 2000 2500

]
σ

S
ig

n
if.

 [

-2

0

2

ATLAS

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a

t
i
o

n
o

n
l
y

The use of this smooth background form brings in the uncertainties associated with its fit parameters,
but avoids the theoretical and systematic uncertainties that are encountered in the alternative approach,
using a MC QCD background prediction. Currently, the uncertainties in MC QCD simulations are con-
siderably larger than the fit uncertainties, though this may change in the future as the simulations are
tuned. Another feature of the fitting form is that it allows for smooth background variations, but does not
accommodate localised excesses that could indicate the presence of NP signals. The effects of smooth
deviations from QCD, such as contact interactions, could be partially compensated by the background
fitting function, and therefore, the m j j analysis is only used to search for resonant effects.
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Figure 1: The reconstructed dijet mass distribution (filled points) fitted with a smooth functional form
(solid line). Mass distribution predictions for three q∗ masses are shown above the background. The
bin-by-bin significance of the data-background difference is shown in the lower panel.

The χ2 of the fit is 12.9/NDF=0.585, for 21 degrees of freedom. The lower part of Fig. 1 shows the
significance, in standard deviations, of the difference between the data and the prediction in each bin.
The significance is purely statistical, and based on Poisson distributions. The contents of a given bin are
used to determine the p-value, the probability of the background fluctuating higher than the observed
excess or lower than the observed deficit. The p-value is transformed to a significance in terms of an
equivalent number of standard deviations (the z-value) [32].

To determine the degree of consistency between data and the fitted background, the p-value of the fit
is obtained by calculating the χ2 from the data, and comparing this result to the χ2 distribution obtained
from pseudoexperiments, as described in a previous publication [22]. The resulting p-value is 0.93,
showing that there is good agreement between the data and the functional form.

As a more sensitive test, the BUMPHUNTER algorithm [33, 34] is used to establish the presence or
absence of a resonance in the dijet mass spectrum, as described in greater detail in previous ATLAS
publications [22, 23]. Starting with a two-bin window, the algorithm increases the signal window and
shifts its location until all possible bin ranges, up to half the mass range spanned by the data, have been
tested. The most significant departure from the smooth spectrum (“bump”) is defined by the set of bins
that have the smallest probability of arising from a background fluctuation assuming Poisson statistics.
The BUMPHUNTER algorithm accounts for the so-called “look elsewhere effect” [35,36]. Furthermore,
to prevent any NP signal from biasing the background estimate, if the biggest local excess from the
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of the analysis is performed (blue line) and the boundary below which an offset is calculated for the MC
background (red line), as explained below.

Systematic effects, such as NLO scale and JES uncertainties, can be seen to cause a combination
of two effects on the Fχ(mj j) distribution: a dijet mass independent shift of the Fχ(mj j) distribution,
and a change of its shape. In order to improve the MC description at low dijet masses and in order to
reduce the impact of systematic uncertainties on the statistical tests, a dijet mass independent offset is
applied to all MC predictions. This offset is obtained using maximum likelihood fits on the dijet mass
region below 1560 GeV. The offset value found for the QCD prediction is +0.0065, compatible with zero
within uncertainties. The dijet mass region below 1560 GeV is excluded from the succeeding statistical
analyses, and the mass dependent component of systematic variations in MC is left unrestricted as low
mass data do not contain sufficient information to constrain the shape of Fχ(mj j) with mj j.

Two statistical tests are applied to the high mass region to determine whether the data are compatible
with the QCD prediction. The first test uses a binned likelihood assuming only QCD processes, and
including the systematic uncertainties. The p-value calculated from this likelihood is 0.052, indicating
that these data are in agreement with the QCD prediction.
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Figure 3: The Fχ(mj j) distribution in mj j. The QCD prediction is shown with theoretical and total
systematic uncertainties (bands), and data (black points) with statistical uncertainties. The two vertical
lines indicate the control region (red line) –where the offset is determined, as is explained in the text– and
the search region (blue line) for new physics. Various expected new physics signals are shown: a contact
interaction with Λ = 7.5 TeV, an excited quark with mass 2.5 TeV and a QBH signal withMD = 4.5 TeV.

The second test consists of applying the BUMPHUNTER and TAILHUNTER algorithms [33, 34]
to the Fχ(mj j) distributions, including systematic uncertainties and assuming binomial statistics. Only
dijet masses above 2060 GeV have been included. The test scans the data using windows of varying
widths and identifies the window with the largest excess of events with respect to the background. The
BUMPHUNTER finds the most discrepant interval from 2209 GeV to 3498 GeV, with a p-value of 0.082,
corresponding to 1.39σ . The TAILHUNTER finds the most discrepant interval from 2209 GeV onwards,
with a p-value of 0.090, corresponding to 1.34σ .
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Jet calibration

● Monte Carlo-based calibration:

– Pile-up correction:  Energy oXset due to additional pp 
interactions

– Jet origin correction:  Redefnes jet direction to point back to 
primary vertex instead of detector center

– Energy correction:  Derived from Monte Carlo simultion as a 
function of jet p

T
 and η

● Calibration restores jet to hadronic scale

– Corrects for calorimeter non-compensation and other eXects
ATLAS-CONF-2011-032

http://cdsweb.cern.ch/record/1337782
http://cdsweb.cern.ch/record/1337782
http://livepage.apple.com/
http://livepage.apple.com/
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Without including the effect of the LAr hole, the factor is close to unity. Similar detector to particle
level correction factors are obtained when the LowPt and veryHighPt thresholds are considered. The
correction factors are used to compute model-independent upper limits on the fiducial cross sections, as
determined within each different kinematic range. This results into 95% CL cross section upper limits of
2.02 pb, 0.13 pb, and 0.045 pb for the LowPt, HighPt, and veryHighPt regions, respectively.

5.2.2 Lower limits on MD

New improved 95% CL lower limits are set on the value of MD as a function of the number of extra
dimensions considered in the ADD LED model. The CLs approach is used, including statistical and
systematic uncertainties. For the latter, the uncertainties on the signal cross section and signal acceptance,
the background predictions, and the luminosity are considered, and correlations between systematic
uncertainties on signal and background predictions are taken into account.

Separate observed and expected limits are computed for the different analyses, and the results are
collected in Table 2. The sensitivity of the observed limits onMD to the ultraviolet behavior of the theory
is also considered, for which the limits on MD are re-calculated using the truncated phase space region
with ŝ<M2

D (see Table 3).

95% CL limits onMD for the ADD model
LowPt selection HighPt selection veryHighPt selection

n expected [TeV] observed [TeV] expected [TeV] observed [TeV] expected [TeV] observed [TeV]
2 2.38 2.21 2.98 3.16 3.04 3.39
3 1.94 1.82 2.44 2.56 2.48 2.71
4 1.73 1.64 2.18 2.27 2.25 2.42
5 1.63 1.55 2.03 2.10 2.12 2.26
6 1.55 1.47 1.92 1.99 1.98 2.12

Table 2: Expected and observed 95% lower limits onMD as a function of the number of extra dimensions
in the ADD model for the LowPt, HighPt, and veryHighPt selections.

For the LowPt and HighPt regions, the truncation of the ADD cross sections translates into no
significant change in the case of 2 and 3 extra dimensions, and reduces the quoted observed limits by
about 9%, 12% and 16% for 4, 5 and 6 extra dimensions, respectively. In the case of the veryHighPt
analysis, the effect of the truncation is larger and modifies the observed limits on MD by 7% to 26% for
n varying between 4 and 6.

95% CL limits on MD for the ADD model (ŝ<M2
D)

LowPt selection HighPt selection veryHighPt selection
n observed [TeV] observed [TeV] observed [TeV]
2 2.20 3.16 3.39
3 1.76 2.50 2.55
4 1.54 2.15 2.26
5 1.37 1.89 1.90
6 1.24 1.68 1.58

Table 3: Observed 95% lower limits onMD as a function of the number of extra dimensions in the ADD
model for the LowPt, HighPt and veryHighPt selections using truncated (ŝ<M2

D) cross sections.

The HighPt selection is used for the final results. It provides better expected limits than the ones
obtained in the LowPt region, and the results are comparable with those for the veryHighPt region
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Figure 1: Trigger efficiency curve as a function of the reconstructed EmissT as determined from the data using an
unbiased data sample with muons in the final state (black dots). The data are compared to the predictions from a
W (→ µν)+jets MC sample.
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Figure 2: Observed number of events (black circles) in the muon and electron control samples compared to the
sum of the different W/Z plus jets predictions (squares) as a function of the highest jet pT threshold, in events with
no second-leading jet with pT > 30 GeV. The MC prediction includes the normalization factors determined in the
LowPt region, and the band indicates the total systematic uncertainty.
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Figure 1: Trigger efficiency curve as a function of the reconstructed EmissT as determined from the data using an
unbiased data sample with muons in the final state (black dots). The data are compared to the predictions from a
W (→ µν)+jets MC sample.
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Figure 2: Observed number of events (black circles) in the muon and electron control samples compared to the
sum of the different W/Z plus jets predictions (squares) as a function of the highest jet pT threshold, in events with
no second-leading jet with pT > 30 GeV. The MC prediction includes the normalization factors determined in the
LowPt region, and the band indicates the total systematic uncertainty.
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Figure 3: Observed number of events (black circles) in the muon and electron control samples compared to the
sum of the different W/Z plus jets predictions (squares) as a function of the highest jet pT threshold, in events with
no second-leading jet with pT > 60 GeV. The MC prediction includes the normalization factors determined from
the average of those extracted in the HighPt and veryHighPt regions, and the band indicates the total systematic
uncertainty.
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Figure 4: (left) Measured Δφ( jet2−EmissT ) distribution in the LowPt selection with no veto on the second leading
jet pT applied. The data are compared to the SM predictions, as determined by the MC simulation. The QCD jets
prediction is determined from PYTHIA and includes a normalization factor 0.94±0.04 that brings the prediction
close to the data in the region Δφ( jet2−EmissT )< 0.5. TheW/Z plus jets MC predictions contain the normalization
factors extracted from the electron and muon control samples, as explained in the body of the text. (right) Mea-
sured pT distribution of the second leading jet in the LowPt region before the veto is applied and after requiring
Δφ( jet2−EmissT ) < 0.5. The data are compared to QCD jets prediction from PYTHIA. The solid line shows a
linear fit to the turn-on part of the measured pT distribution (see text).
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Figure 3: Observed number of events (black circles) in the muon and electron control samples compared to the
sum of the different W/Z plus jets predictions (squares) as a function of the highest jet pT threshold, in events with
no second-leading jet with pT > 60 GeV. The MC prediction includes the normalization factors determined from
the average of those extracted in the HighPt and veryHighPt regions, and the band indicates the total systematic
uncertainty.
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Figure 4: (left) Measured Δφ( jet2−EmissT ) distribution in the LowPt selection with no veto on the second leading
jet pT applied. The data are compared to the SM predictions, as determined by the MC simulation. The QCD jets
prediction is determined from PYTHIA and includes a normalization factor 0.94±0.04 that brings the prediction
close to the data in the region Δφ( jet2−EmissT )< 0.5. TheW/Z plus jets MC predictions contain the normalization
factors extracted from the electron and muon control samples, as explained in the body of the text. (right) Mea-
sured pT distribution of the second leading jet in the LowPt region before the veto is applied and after requiring
Δφ( jet2−EmissT ) < 0.5. The data are compared to QCD jets prediction from PYTHIA. The solid line shows a
linear fit to the turn-on part of the measured pT distribution (see text).
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As with the dijet resonance analysis, the BUMPHUNTER algorithm has been applied to the five χ
distributions separately, in this case to test for the presence of features that might indicate disagreement
with the QCD prediction. The results are shown in the four last columns of Table 1.

In this particular application, the BUMPHUNTER is required to start from the first χ bin, and the ex-
cess must be at least two bins wide. For each of the bin combinations the binomial p-value for observing
the data given the null-hypothesis of QCD is calculated. The bin sequence with the smallest p-value is
listed in the column “BH Discrep” and the corresponding p-value is given in the column “BH Stat-only”.
The “BH Stat+syst” column shows the resulting p-values after including systematic uncertainties. This
is done by calculating the expected distribution of the binomial p-value of the most discrepant data re-
gion, using pseudoexperiments drawn from the background. The “BH Stat+syst” p-value is then defined
from this expected distribution as the probability of finding a binomial p-value as extreme as the one ob-
served in data. The “BH +LEE” column shows the final results of the BUMPHUNTER analysis, where the
look-elsewhere effect (LEE) [36] has been taken into account. In practice this is done using pseudoex-
periments drawn from the background; for each pseudoexperiment the most discrepant interval is found
and the fraction of pseudoexperiments for which the binomial p-value of its most discrepant interval is
equal to or smaller than the one observed in data is stored as the final BUMPHUNTER p-value. In the
statistics-only column, the p-values would point to discrepancies between data and the QCD prediction
localised in χ . However when statistical, systematic and look-elsewhere effects are taken into account,
the final p-values indicate that the data are consistent with the QCD prediction in all five mass bins.

Table 1: Comparing χ distributions to QCD predictions. The header symbols in the first line of the
table stand for “log-likelihood” (LL), and “BUMPHUNTER” (BH). The second line labels the “p-value”
(p-val), the “most discrepant region” (Discrep), the “p-value with statistical uncertainties only” (Stats-
only), the “p-value with systematic uncertainties included” (Stats+syst) and the “p-value with the look-
elsewhere effect included” (+LEE).

mj j bin LL BH BH BH BH
GeV p-val Discrep Stat-only Stat+syst +LEE
800-1200 0.25 bin 1-4 0.00034 0.030 0.091 (1.3σ )
1200-1600 0.71 bin 1-7 0.016 0.098 0.21 (0.8σ )
1600-2000 0.44 bin 1-3 1.7E-6 0.070 0.28 (0.6σ )
2000-2600 0.21 bin 1-5 1.0E-8 0.094 0.15 (1.1σ )
2600-7000 0.36 bin 1-5 0.00081 0.049 0.12 (1.2σ )

In addition, the BUMPHUNTER algorithm has been applied to all χ distributions at once, which
increases the effect of the correction for the look-elsewhere effect. The most discrepant region in all
distributions is again in bins 1-5 of the 2000-2600 TeV mass bin. The resulting p-value, including the
look-elsewhere effect, is now 0.24 (0.71σ ), again indicating good agreement with QCD predictions.

8 Comparing the Fχ(mj j) distribution to the QCD prediction
Since the Fχ(mj j) distribution uses a QCD prediction as the background estimate, the handling of

systematic uncertainties and formation of the likelihood uses a similar procedure to that for the χ distri-
butions. As the first step, separate finely-binned mj j distributions are formed for Ncentral and Ntotal - the
“numerator” and “denominator” distributions of Fχ(mj j). Since these two samples are distributed differ-
ently in phase space, their bin-wise K-factors and uncertainty distributions are calculated independently.

The observed Fχ(mj j) data distribution is shown in Fig. 3 where it is compared to the QCD predic-
tion, which includes all systematic uncertainties. Also shown in the figure is the expected behaviour of
Fχ(mj j) if a contact interaction with the compositeness scale Λ= 7.5 TeV were present. Furthermore the
prediction for an excited quark with a mass of 2.5 TeV and a QBH signal withMD = 4.5 TeV are shown.
Two vertical lines are included in Fig. 3. These indicate the mass boundary above which the search phase
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