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Nuclei are complicated objects. Many different reaction mechanisms
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✐ J.A. Formaggio and G.P. Zeller, Rev. Mod. Phys. 84 (2012) 

Unprecedented accuracy in the 
determination of neutrino-argon 
cross section  is required to achieve 
design sensitivity to CP violation at 
DUNE 

Current oscillation experiments report 
large systematic uncertainties 
associated with the neutrino- nucleus 
interaction models. 
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Simulate neutrino-nucleus interactions to 
untangle neutrino oscillations from the 
measured interactions

Nuclear Physics:
BSM :

Lattice QCD : Event Generator :

Lattice QCD and νA

Nucleon form 
factors transition form factors
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Multi-nucleon 
currents

Nucleon / nuclear 
PDFs

LQCD can provide accurate constraints on          scattering across energies⌫A
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See USQCD         white paper: Kronfeld et al Eur. Phys. J. A 55 (2019)⌫A
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Outline of the talk
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 Ab-initio calculations virtually exact predictions in the QE region. Limited to low/
intermediate energy transfer region

 Factorization Approaches: rely on approximations but they are able to tackle QE, dip 
and π-production regions.

 Event generators: interaction vertex+ intra-nuclear cascade used to propagate particles 
produced at the interaction vertex through the nucleus; comparison with electron scattering 
data

mailto:nrocco@fnal.gov


Noemi Rocco, nrocco@fnal.gov

Theory of lepton-nucleus scattering
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• The cross section of the process in which a lepton scatters off a nucleus is given by
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The initial and final wave functions describe many-body states:

+=

One and two-body current operators

d� / L↵�R↵�

Leptonic Tensor: can include new physics models

Hadronic Tensor: nuclear response function
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The basic model of nuclear theory 
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At low energy, the effective degrees of freedom are pions and nucleons:
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 The electromagnetic current is constrained by the Hamiltonian through the continuity equation

r · JEM + i[H, J
0
EM] = 0

 The above equation implies that the current operator includes one and two-body contributions

Jµ(q) =
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Cross sections: Green’s Function Monte Carlo
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First microscopic calculation of neutrino-nucleus cross section
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FIG. 4. MiniBooNE flux-folded double differential cross sections per target neutron for νµ-CCQE scattering on 12C, displayed
as a function of the muon kinetic energy (Tµ) for different ranges of cos θµ. The experimental data and their shape uncertainties
are from Ref. [46]. The additional 10.7% normalization uncertainty is not shown here. Calculated cross sections are obtained
with ΛA =1.0 GeV.

E ≈ 20 MeV). The remaining terms in the δ-function
are the final energies of the struck nucleon and recoiling
(A–1) system of mass mA−1. From these RPWIA

αβ we ob-
tain the corresponding flux-folded cross sections shown
in Figs. 4 and 5 by the short-dashed (black) line labeled
PWIA. Also shown in this figure by the dot-dashed (pur-
ple) line (labeled PWIA-R) are PWIA cross sections ob-
tained by first fixing the nucleon electroweak form factor
entering xαβ(p,q,ω) at Q2

qe, and then rescaling the vari-
ous response functions by ratios of these form factors, as
indicated in Sec. II B.

A couple of comments are in order. First, the cross
sections in PWIA are to be compared to those obtained
with the GFMC method by including only one-body cur-
rents (curves labeled GFMC 1b): they are found to be
systematically larger than the GFMC predictions, par-
ticularly at forward angles. Furthermore, it appears that
the (spurious) excess strength in the PWIA cross sections
(in the same forward-angle kinematics) matches the in-

crease produced by two-body currents in the GFMC cal-
culations (difference between the GFMC 1b and GFMC
12b curves). This should be viewed as accidental.

Second, the PWIA and PWIA-R cross sections are
very close to each other, except in the ν case at back-
ward angles. In this kinematical regime there are large
cancelations between the dominant terms proportional
to the transverse and interference response functions; in-
deed, as θµ changes from 0◦ to about 90◦, the ν cross
section drops by an order of magnitude. As already
noted, these cancellations are also observed in the com-
plete (GFMC 12b) calculation, and lead to the rather
broad uncertainty bands in Fig. 5. Aside from this qual-
ification, however, the closeness between the PWIA and
PWIA-R results provides corroboration for the validity
of the rescaling procedure of the electroweak form fac-
tors, needed to carry out the GFMC computation of the
Euclidean response functions.
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FIG. 4. MiniBooNE flux-folded double differential cross sections per target neutron for νµ-CCQE scattering on 12C, displayed
as a function of the muon kinetic energy (Tµ) for different ranges of cos θµ. The experimental data and their shape uncertainties
are from Ref. [46]. The additional 10.7% normalization uncertainty is not shown here. Calculated cross sections are obtained
with ΛA =1.0 GeV.

E ≈ 20 MeV). The remaining terms in the δ-function
are the final energies of the struck nucleon and recoiling
(A–1) system of mass mA−1. From these RPWIA

αβ we ob-
tain the corresponding flux-folded cross sections shown
in Figs. 4 and 5 by the short-dashed (black) line labeled
PWIA. Also shown in this figure by the dot-dashed (pur-
ple) line (labeled PWIA-R) are PWIA cross sections ob-
tained by first fixing the nucleon electroweak form factor
entering xαβ(p,q,ω) at Q2

qe, and then rescaling the vari-
ous response functions by ratios of these form factors, as
indicated in Sec. II B.

A couple of comments are in order. First, the cross
sections in PWIA are to be compared to those obtained
with the GFMC method by including only one-body cur-
rents (curves labeled GFMC 1b): they are found to be
systematically larger than the GFMC predictions, par-
ticularly at forward angles. Furthermore, it appears that
the (spurious) excess strength in the PWIA cross sections
(in the same forward-angle kinematics) matches the in-

crease produced by two-body currents in the GFMC cal-
culations (difference between the GFMC 1b and GFMC
12b curves). This should be viewed as accidental.

Second, the PWIA and PWIA-R cross sections are
very close to each other, except in the ν case at back-
ward angles. In this kinematical regime there are large
cancelations between the dominant terms proportional
to the transverse and interference response functions; in-
deed, as θµ changes from 0◦ to about 90◦, the ν cross
section drops by an order of magnitude. As already
noted, these cancellations are also observed in the com-
plete (GFMC 12b) calculation, and lead to the rather
broad uncertainty bands in Fig. 5. Aside from this qual-
ification, however, the closeness between the PWIA and
PWIA-R results provides corroboration for the validity
of the rescaling procedure of the electroweak form fac-
tors, needed to carry out the GFMC computation of the
Euclidean response functions.

MiniBooNE
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FIG. 6. T2K flux-folded double differential cross sections per target neutron for νµ-CCQE scattering on 12C, displayed as a
function of the muon momentum pµ for different ranges of cos θµ. The experimental data and their shape uncertainties are
from Ref. [48]. Calculated cross sections are obtained with ΛA =1.0 GeV.

vector form factors in agreement with experimental data
which are of course quite accurate. These calculations
suggest a larger value of ΛA may be appropriate. We
investigate the implications of this finding by presenting
in Fig. 7 the flux-folded cross sections (for MiniBooNE
and selected bins in cos θµ), obtained by replacing in the
dipole parametrization the cutoff ΛA ≈ 1 GeV with the
value Λ̃A ≈ 1.15 GeV. As expected, this leads generally
to an increase of the GFMC predictions over the whole
kinematical range. Since the dominant terms in the cross
section proportional to the transverse and interference re-
sponse functions tend to cancel for νµ, the magnitude of
the increase turns out to be more pronounced for νµ than
for νµ—as a matter of fact, the νµ cross sections are re-
duced at backward angles (0.1 ≤ cos θµ ≤ 0.2). Overall,
it appears that the harder cutoff implied by the LQCD
calculation of GA(Q2) improves the accord of theory with
experiment, marginally for νµ and more substantially for
νµ. In view of the large errors and large normalization un-
certainties of the MiniBooNE and T2K data, however, we

caution the reader from drawing too definite conclusions
from the present analysis. Indeed more precise nucleon
form factors can be obtained through further lattice QCD
calculations or experiments on the nucleon and deuteron,
respectively.

Of course, many challenges remain ahead, to mention
just three: the inclusion of relativity and pion-production
mechanisms, and the treatment of heavier nuclei (no-
tably 40Ar). While some of these issues, for example the
implementation of relativistic dynamics via a relativistic
Hamiltonian along the lines of Ref. [71], could conceiv-
ably be incorporated in the present GFMC approach, it
is out of the question that such an approach could be uti-
lized to describe the ∆-resonance region of the cross sec-
tion or, even more remotely, extended to nuclei with mass
number much larger than 12, at least for the foreseeable
future. In fact, it maybe unnecessary, as more approxi-
mate methods exist to deal effectively with some of these
challenges, including factorization approaches based on
one- and two-nucleon spectral functions [28, 72] or on

T2K

MEC 
enhancement

A. Lovato, NR et al , PRX. 10 (2020) 3, 031068

Exact results for v-cross sections in the quasi-elastic region up 
to moderate values of q. 

GFMC accurately obtain the properties of nuclei to 12C using high 
performance computing
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Machine learning based approach to invert the 
integral transform (one and two peaks)

8

Machine learning methods allows to devise 
accurate nuclear wave functions suitable 
for quantum Monte Carlo calculations that 
do not scale exponentially with the 
number of nucleons


SOME PERSPECTIVES 

28

For a LO pionless-EFT Hamiltonian the ANN outperforms conventional Variational Monte Carlo ansatz 
and perfectly reproduces the density profile of the nucleus, including the slow decaying tails;

The small differences with the exact GFMC 
result are to be resolved by spin-dependent 
backflow correlations

This algorithm exhibits a favorable polynomial scaling and it is amenable to compute real-time dynamics; 

4He
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FIG. 6: Comparison between the Phys-NN and MaxEnt reconstructions for the one-peak dataset. The top row
displays the response functions and the bottom row the corresponding Euclidean responses.

FIG. 7: Same as Fig. 6 for the two-peaks dataset.

possible to the original ones, we observe a much smaller
spread of 1�R

2
R

and SR values compared with MaxEnt.
This behavior, which is exhibited across the one-peak,
two-peak, and combined datasets, provides additional
support for Phys-NN’s reconstruction performance.

Because the historic MaxEnt algorithm is based on �
2
E

minimization, the resulting distributions of �
2
E

for both
the one-peak dataset and the two-peak dataset are nar-
row and centered on one. The spread associated with
the Phys-NN results is larger. To investigate correlations
between �

2
E

and SR, in Fig. 5 we show scatter plots for
the one-peak and two-peak datasets. Some correlation is
visible in the Phys-NN results, displayed in the top two
panels, especially for the two-peak dataset. Conversely,

the MaxEnt scatter plots show no correlation between
�

2
E

and SR, since the �
2
E

values are relatively constant
around one, even for widely di↵erent SR. The correla-
tions between �

2
E

and 1�R
2
R

exhibit an almost identical
pattern and are thus not included here.

Direct comparison of Phys-NN and MaxEnt outputs
is presented in Fig. 6, where we display the Phys-NN
best (left panels), average (central panels), and worst
(right panels) reconstructed response functions, accord-
ing to the SR values of the Phys-NN results, and the
corresponding Euclidean responses from the one-peak
dataset. Here, the training is performed on the com-
bined dataset, to better test whether Phys-NN is able
to learn how to simultaneously reconstruct one-peak and
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FIG. 7: Same as Fig. 6 for the two-peaks dataset.
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Summary of current LQCD calculations of the 
nucleon axial form factor compared to z-
expansion 

17
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FIG. 4. Summary of current LQCD calculations of the nucleon axial form factor, compared to
the z expansion deuterium bubble chamber parameterization from Ref. [155] (red band). Lattice
results from two collaborations, RQCD [156] (green) and NME [153] (purple), are plotted as bands.
These account for systematics due to extrapolation in parameters such as the lattice spacing, finite
volume, and pion mass. The results of RQCD are obtained by enforcing the constraint that the
form factors satisfy Eq. 20. The NME result is taken from Eq.(55) of Ref. [153] with an inflation
of the uncertainty on gA and b0 by a factor of 3 to account for neglected variations due to lattice
spacing and quark mass artifacts. Other LQCD results [157–162], shown as scatter points, are
each from a single ensemble and subject to similar level of unaccounted systematic e↵ects since
simulations have been done away from the physical point. Figure reproduced from Ref. [163].

for a summary) can be regarded as an indication that excited-state contributions (ESC)
are present in these calculations and were not fully removed in the extraction of matrix
elements. In chiral perturbation theory, these contributions are expected to be large in the
axial and pseudoscalar channels [165, 166]. Note that for quantitative agreement sublead-
ing loop e↵ects, see Ref. [167], are important due to enhancements of low-energy constants
that describe the e↵ects of the �(1232) resonance. In LQCD, the importance of multi-
hadron excited-state contamination in axial form factor calculations was established clearly
in Ref. [168], where it was demonstrated that explicit inclusion of N⇡ excited-state e↵ects
using information from a di↵erent correlation function where excited-state e↵ects are more
pronounced reduced violations of Eq. (20) from tens of percent to a few percent as shown in
Fig. 3. This work also demonstrated that a relationship between eGP and GA arising from
the pion-pole dominance hypothesis [169], which is valid at LO in chiral perturbation theory,
is highly correlated with Eq. (20) and both relations are approximately satisfied if and only
if excited-state e↵ects are adequately removed in the extraction of GA, eGP and GP . The
current status of results for GA in calculations including extrapolations to the continuum
limit and physical quark masses, as well as demonstration that excited-state e↵ects do not
spoil Eq. (20), is shown in Fig. 4. A rough estimate, based on these calculations, of the
time required to reduce all systematics other than excited state e↵ects to . 2% and ESC to
. 5% is 5 million node hours on Summit supercomputer at ORNL and its follow on. This
size of resource should become available within the next five years.

A complete systematic uncertainty budget for LQCD calculations of form factors must
account for the size of multi-hadron excited-state e↵ects, as well as other systematic uncer-

J. Carlson, M. Wagman, et al, 2203.09030 
Contribution to 2022 Snowmass Summer Study

Preliminary results on the dependence of the 
GFMC calculations from the axial form factors 

D. Simons, N. Steinberg, A. Lovato, Y. 
Meurice, NR, M. Wagman, in prep

preliminary
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B. Acharya, J. E. Sobczyk and collaborators are working on developing these techniques:

• Correlations are created applying:  eT | iHF

• Polynomially scales with the number of 
nucleons, suitable to study very large 
nuclei

3

force given by e3max = 2n1+ l1+2n2+ l2+2n3+ l3  16.
We checked that we can reach a satisfactory convergence
of LL in terms of the single-particle model space size
emax. The latter can be tested, e.g., by studying the
residual dependence on the underlying harmonic oscilla-
tor frequency }⌦. In particular, for LITs with � = 20
MeV we estimate the convergence in the quasi-elastic
peak to be at the 2% level for q  350 MeV/c and of
4% for q � 400 MeV/c, by varying }⌦ in the range 18 to
22 MeV.

FIG. 1. Longitudinal response function for 4He at q = 300
MeV/c. HH results taken from Ref. [42], GFMC results from
Ref. [43], and experimental data from Ref. [44].

Benchmark on the 4He nucleus— We begin by pre-
senting our results for RL in the case of 4He at q = 300
MeV/c. In Fig. 1, we show calculations performed with
the NNLOsat interaction in the CCSD scheme for an un-
derlying harmonic oscillator frequency of }⌦ = 16 MeV.
Here the small band reflects only the uncertainty asso-
ciated with the LIT inversion. For comparison, we also
show calculations performed with the hyperspherical har-
monics method (HH) [45] using the AV18+UIX potential
and Green Function Monte Carlo (GFMC) [43] calcu-
lations that used the AV18+IL7 potential. We obtain
very good agreement with the experimental data as well
as with other theoretical calculations. This comparison
corroborates our method and further validates the pro-
tocol we developed in Ref. [34] to remove center of mass
contamination.

Benchmark on the 40Ca nucleus — Following the same
steps as in Ref. [34], we calculate the Coulomb sum rule
for 40Ca using the NNLOsat interaction. We observe that
the CoM contamination is negligible for q > 200 MeV/c,
and is overall much smaller than in the previously con-
sidered cases of 4He and 16O [34]. In Fig. 2 we compare
it to the cluster variational Monte Carlo (CVMC) re-
sults from Ref. [46] which used the AV18+UIX potential
and included Darwin-Foldy and spin-orbit corrections.
Results are compatible at low-q due to the larger uncer-
tainty in the CVMC curve, and show the same increasing
trend for q > 100 MeV/c with small di↵erences. We have
verified that the di↵erence at q = 500 MeV/c is mainly

FIG. 2. 40Ca results for Coulomb sum rule for N2LOsat and
}! = 22 MeV compared with CVMC results of Ref. [46] and
experimental data taken from Ref. [47].

due to relativistic e↵ects which we omitted in order to
be consistent with the chiral order we work at. Most im-
portantly, both theoretical predictions are in agreement
with experimental data [47] in the range between 300 and
375 MeV/c and are higher than the data above q = 400
MeV/c, likely because experimental data are obtained by
integrating RL up to a finite !, and not up to infinity as
is done in the theoretical calculations. We consider this a
successful benchmark of our method and point out that
only a mild Hamiltonian dependence is observed.
The 40Ca longitudinal response function — We now

turn to our ab initio calculation of RL in 40Ca where the
full final state interaction is considered. We choose 40Ca
because we can compare our calculations with existing
data, and it is also a stepping stone for coupled-cluster
computations of neutrino scattering on 40Ar. For both
NNLOsat and�NNLOGO(450) we perform computations
of RL at the momentum transfers q = 200, 300, 350
and 400 MeV/c. In CCSD, the obtained ground-state
energies E0 (proton separation energies !th) are 300.1
(6.32) MeV and 322.12 (6.12) MeV for the NNLOsat and
the �NNLOGO(450) potential, respectively.
First, we find two bound excited J

⇡ = 3�, 5� states
lying respectively at 4.5(3.8) MeV and 4.7(4.0) MeV
with the NNLOsat(�NNLOGO(450)) interactions, which
are in reasonable agreement with experimental data at
3.7 MeV (J⇡ = 3�) and at 4.5 MeV (J⇡ = 5�). We plot
their strengths as a line in Fig. 3, and we observe that it
decreases with q. Second, for the continuum response we
show a band that reflects the uncertainty associated with
the LIT inversion and the model space, as we vary the
harmonic oscillator frequency }⌦ from 18 to 20 and 22
MeV. As can be seen in Fig. 3, for each momentum trans-
fer we observe a mild dependence on the interaction, the
latter being stronger at q = 200 MeV/c. Comparing to
the available experimental data from Ref. [47], we find a
generally very good agreement, which is best for q = 300
MeV/c. At q = 400 MeV/c, we see a quenching of the
quasi-elastic peak and an enhancement in the tail with

4

FIG. 3. Longitudinal response of 40Ca for q = 300, 350, 400 MeV/c for NNLOsat and �NNLOGO(450) potentials. For q = 200
MeV/c the strength of excited states was quenched by factor of 2 for better visibility. Experimental data taken from [47].

respect to experiment. We speculate that this could po-
tentially be explained by relativistic boost e↵ects [43] or
by the fact that, especially at high q and high !, we are
reaching the limits of applicability of chiral e↵ective field
theory set by the regulator cuto↵ 450 MeV/c.

Finally, to quantify the e↵ect of the final state inter-
action, we will contrast the LIT-CC results with those of
the simple plane wave impulse approximation (PWIA).
The point-proton longitudinal response function is ob-
tained in PWIA assuming one outgoing free proton with
mass m and a spectator (A-1)-system with mass Ms,

R
PWIA

L (!, q) =

Z
dpn(p) �

✓
! � (p+ q)2

2m
� p2

2Ms
� !th

◆
,

(5)
and then augmented with nucleon electric form factors.
Here n(p) represents the proton momentum distribu-
tion calculated from coupled-cluster theory using the
NNLOsat interaction, where CoM corrections are found
to be negligible [48]. Unlike the LIT-CC results, the
PWIA curves shown in Fig. 3 are in poor agreement with
the data: (i) they miss the quasi-elastic peak position by
up to 20 MeV, (ii) they overestimate considerably the
quasi–elastic peak size by up to 40% and (iii) and they
do not fully account for the asymmetric shape of the re-
sponse. The di↵erences between the LIT-CC and the
PWIA results are very strong at lower !, where we ob-
serve that even for the highest momentum transfers here
considered q = 400 MeV/c, we describe the experimental

data very well. This highlights the importance of consis-
tently including the final state interaction.

In order to provide a prediction for future measure-
ments as opposed to a sole postdiction of existing data,
we have calculated also the q = 200 MeV/c kinematics,
where no data exist yet. While this low-q range may be
less important for neutrino physics, this is where we have
the largest uncertainty band (range of low-q and low-!).
New precise data could provide important tests of the
ab initio nuclear structure theory. An experimental pro-
gram in this direction is presently under development in
Mainz [49].

Conclusions— We performed an ab initio calculation
of the longitudinal response function of 40Ca and ob-
tained very good agreement with existing data. Our re-
sults are a proof of principle that the LIT-CC method
is suitable to deliver responses for lepton-nucleus scat-
tering at the momentum transfers relevant for neutrino
oscillation experiments. Consequently, we extended the
reach of consistent ab initio calculations of electromag-
netic responses at intermediate momentum transfers into
a region of medium-mass nuclei, which until now was lim-
ited to systems with A  12.

Our framework allows for quantification of uncertain-
ties stemming from truncations of model space, chiral
e↵ective-field-theory, and coupled-cluster expansions. In
this work, we estimated errors that arise from the in-
version procedure, and studied the dependencies on the

J. Sobczyk, B. Acharya et al: 

PRL 127 (2021) 7, 072501  
PRC 102 (2020) 6, 064312 

40Ca
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Short Time Approximation
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Correlated pair

Pastore et al. PRC101(2020) 044612

R↵(q,!) =

Z
dt

2⇡
ei(!+Ei)th i|J†

↵
(q)e�iHtJ↵(q)| ii

The Short Time Approximation:

• Based on Factorization

• Retains two body physics

• Based on Quantum Monte Carlo methods

J†
i
e�iHtJi + J†

i
e�iHtJj + J†

i
e�iHtJij + J†

ij
e�iHtJij

H ⇠ ti +
X

i<j

vij

• 	 Response functions are given by the scattering from pairs of fully interacting nucleons that 
propagate into a correlated pair of nucleons 
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Short Time Approximation
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Pastore et al. PRC101(2020) 044612

The Short Time Approximation:

• Provides access to exclusive kinematics in terms of 
nucleon-pair kinematics via the Response Densities

R(q,!) ⇠
Z

�(! + E0 � Ef )dP
0dp0D(p0, P 0; q)

S. PASTORE et al. PHYSICAL REVIEW C 101, 044612 (2020)
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FIG. 10. Contributions to response densities at q = 500 MeV/c and final center of mass energy Ec.m. = q2/(4m). Total contributions from
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orange line) and nn (dashed dark green line) contributions over the all pairs contribution. Left: Longitudinal. Here, the magenta dotted line
represents the pp pair percentage from two-nucleon momentum distributions—MD in the figure—from Ref. [63]. Right: Transverse.

within the STA accurately reproduce the quasi-elastic re-
sponse of light nuclei at momentum transfers near and above
the Fermi momentum. In this regime the STA- and GFMC-
calculated response functions are in very good agreement with
each other. A comparison of the STA transverse response
functions with those extracted from an analysis of the world
data [10] and shown in Fig. 11 also indicates there is excellent
agreement between STA-theory and experiment for momen-
tum transfers in the range q = 300–600 MeV/c.

The STA incorporates all the important two-nucleon
physics systematically, including ground-state correlations,
two-nucleon currents, and final-state interactions. All of these

elements are quite important, particularly the interference
between OPE correlations and currents. The STA goes beyond
the spectral function approach in explicitly taking into account
the specific electroweak two-nucleon current operators and
Pauli blocking between the struck and spectator nucleons. The
cost is that it must be evaluated explicitly in the ground state
for each momentum transfer q and each transition current
operator.

Additionally, the STA provides information about pairs of
nucleons at the interaction vertex. This can be very valuable
when trying to understand more exclusive processes like back-
to-back nucleons that can be measured experimentally. It is
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FIG. 11. Transverse response functions calculated with the STA at q = 300–600 MeV/c are compared with those obtained from analysis
of the world data [10].

044612-12

Electromagnetic response of 4He 

Lorenzo Andreoli | Washington University in St Louis

10

Back-to-back kinematic

Pastore et al. PRC101(2020)044612

We can select a particular kinematic, and 
assess the contributions from different 
particle identities
• Select a particular kinematic, and assess the 

contributions from different particle identities 

• Effort led by L. Andreoli: extend the predictions to 12C
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Short Time Approximation

13

Implementation into GENIE: 

• The STA are used to obtain the electromagnetic 
cross sections

• 	 Tables of response functions are interpolated 
for different values of the energy and momentum 
transfer to obtain the cross sections using 
scaling properties

• Ongoing work: extension to the electroweak 
sector as well as larger nuclei; preliminary results 
are available for 12C

*(1,(�YDOLGDWLRQ�XVLQJ�H�VFDWWHULQJ

%DUURZ��*DUGLQHU�HW�DO��WR�DSSHDU�RQ�35'�������

2QJRLQJ�ZRUN

Ɣ ,PSOHPHQWDWLRQ��RI�
PRPHQW�PRUSKLQ�LQWHUSRODWLRQ�
WHFKQLTXHV�

Ɣ ,PSOHPHQWDWLRQV�RI�UHVSRQVH�
'HQVLWLHV�LQ�*(1,(

Ɣ ��&�UHVSRQVH�GHQVLWLHV�ZLWK�
/RUHQ]R�$QGUHROL

Barrow, Gardiner et al, PRD 103 (2021) 5, 052001
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Spectral function approach 

14

 For sufficiently large values of |q|, the factorization scheme can be applied

 The intrinsic properties of the nucleus are described by the 
Spectral Function➝ effective field theory and nuclear many-
body methods

d�A =

Z
dEd3k d�NP (k, E)

|fi ! |pp0ia ⌦ |fA�2i |fi ! |p⇡pi ⌦ |fA�1i

QE MEC RES

|fi ! |pi ⌦ |fA�1i

• SF of light nuclei computed ab-initio within QMC
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Comparing different many-body methods

15

• e -3H: inclusive cross section

• Comparisons among GFMC, SF, and STA approaches: first step to precisely quantify the 
uncertainties inherent to the factorization of the final state. 

• Gauge the role of relativistic effects in the energy region relevant for neutrino experiments. 

14

FIG. 5: Inclusive double-di↵erential cross sections for electron scattering on 3H.

L. Andreoli, NR, et al, PRC 105 (2022) 1, 014002 
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• Effort lead by Noah Steinberg: implementing the 
spectral function model in the GENIE event 
generator developing an interface to easily 
incorporate the theory subroutines

��
��������

� ��� ��� ��� ��� ��� ���ԓᅼ�ԓဇ ր
ԓӺ ր(M

#f
b`

J
2o

)

ᆂ (:2o)

2tT
iQi .**

R#
k#ᅺ .**

Ӻր4djy J2o- ᅲր4jdXyੋ
Cross sections e-: Spectral function approach 

• Good agreement with electron scattering 
data when all reaction mechanisms are 
included

• Dipole Form Factor (Don’t expect excellent agreement)
• 961 MeV

– 3M events 

Testing it Out

4/27/22 N. Steinberg | Joint Theory and Experiment Meeting10

preliminary
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Cross sections !: Spectral function approach 

We computed the flux-folded doubly-differential cross section of ν -12C scattering and 
compared with MiniBooNE data. 


D. Simons, N. Steinberg, A. Lovato, Y. Meurice, NR, M. Wagman, in prep

preliminary

MiniBooNE

preliminary
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Cross sections !: Spectral function approach 

We computed the flux-folded doubly-differential cross section of ν -12C scattering and 
compared with T2K data. 


D. Simons, N. Steinberg, A. Lovato, Y. Meurice, NR, M. Wagman, in prep

preliminary preliminary

T2K T2K
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Effects of two-body currents within a RMF approach

T. Franco-Munoz, R. Gonzalez-Jimenez, and J.M. Udias, arXiv: 2203.09996 5
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FIG. 4. 12C L (left) and T (right) responses with the ED-RMF, RPWIA and EDAI-C models. The transferred
momentum q is (from up to bottom) 300, 380 and 570 MeV/c.

present in the ED-RMF approach) is to shift the
peak to the right position, according to the data,
to reduce the total strength and to redistribute
it from the peak to the tails. Further we
compare the ED-RMF results with those from (the
real part of) the energy-dependent A-independent
carbon relativistic optical potential EDAI-C [39].
This phenomenological potential was extracted by
fitting elastic proton-carbon scattering data in
the range 30 < Tp < 1040 MeV, Tp being the
proton kinetic energy. The two approaches (ED-
RMF and EDAI-C) provide very similar results for
large enough values of the momentum transfer,
q > 300 MeV/c [40]. However, the EDAI-
C, unlike the ED-RMF, does not preserve exact
orthogonality between the initial and final states;
hence, when the momentum of the final nucleon
is comparable to the momentum of the bound
nucleon (i.e., approximately p < 300 MeV/c), the
overlap between the two states is significant, and
as a consequence the spurious non-orthogonality
contributions become an issue for EDAI-C as well
as for RPWIA. This is confirmed by our results,
in which one observes that even though EDAI-C
and ED-RMF are very similar both in shape and
magnitude, the agreement with the data is slightly
better for ED-RMF, specially, at lower energies.

In view of the results, our relativistic mean-field
based model, with one- and two-body current con-
tributions to the 1p1h QE peak, can simultane-
ously describe the longitudinal and transverse elec-

tromagnetic responses of 12C in the quasielastic
regime. The key contribution of this work is the in-
corporation of the two-body meson exchange cur-
rent contribution to the 1p-1h channel. It includes
the delta resonance mechanism and background
terms. We find that the e↵ect of the two-body
currents is only significant in the transverse chan-
nel, where the response is increased up to a 34%,
leading to a improved description of the data com-
pared to the one-body case. The delta resonance
mechanism is the main responsible of this result,
giving the larger contribution.

This work paves the way for the leap to neutrino-
nucleus interaction processes. We point out
that in the case of charge-current quasielastic
(anti)neutrino reactions the transverse response
is clearly the dominant one [41, 42], except at
very low four-momentum transfer. Therefore, we
expect the two-body current mechanisms to play
an important role in the neutrino sector.

This work was supported by the Madrid Govern-
ment under the Multiannual Agreement with Com-
plutense University in the line Program to Stimu-
late Research for Young Doctors in the context of
the V PRICIT (Regional Programme of Research
and Technological Innovation), Project PR65/19-
22430 (T.F.-M. and R.G.-J.) and RTI2018-098868-
B-100 (MCIU/AEI,FEDER,EU) (J.M.U.). The
computations of this work were performed in
Brigit, the HPC server of the Universidad Com-
plutense de Madrid.

Observed a significant enhancement 
coming from interference between one- 
and two-body currents

2

significant contribution in the dip region between
the QE and the delta resonance peaks [11–16].
Regarding the role of MEC in the 1p-1h responses,
there is some controversy. In [17], using a non-
relativistic shell model that incorporates final-
state interactions, they obtained that the two-
body current results in a small decrease of the
transverse response (RT ). In [18], however, using
a similar nuclear model, it was found that the
two-body currents enhance RT by around 20-30%.
In both approaches, by construction, the two-
body operator does not a↵ect the longitundinal
response (RL). Recently, the ab initio model
of [19] has confirmed the essential role of two-
body mechanisms to describe the electromagnetic
responses of light nuclei. The non-relativistic
approaches mentioned above are constrained to
work only at relatively low momentum transfer.
Hence, MEC 1p-1h e↵ects have also been studied
within relativistic frameworks, but at the prize of
reducing the details and complexity in the nuclear
structure and dynamics (e.g. the approaches in
[20–23] based on the relativistic Fermi gas model).

The results presented in this work are computed
within a fully relativistic and quantum mechani-
cal framework, where the initial state is described
by an independent-particle relativistic mean-field
(RMF) model [24], and the final-state is consis-
tently described by solving the Dirac equation for
the final nucleon in the presence of relativistic po-
tentials. This way we obtain a realistic description
of the scattering process that, contrary to the non-
relativistic approaches, can safely be applied in the
entire energy region. We compare our calculation
of the electromagnetic responses of the 12C nucleus
with the available experimental data. We find the
contribution of MEC negligible in the RL while it
increases the RT by around 30%. The agreement
with data is good in general and astonishing in
some cases.

The inclusive hadronic responses are given by
the integration over the variables of the unobserved
final nucleon and the summation over all initial
nucleons:

RL,T =

Z 2⇡

0
d�N

Z 1

�1
d cos ✓NK

X



R

L,T . (1)

 represents the occupied nuclear shells (for
neutrons and protons), ✓N and �N are the angles
of the final nucleon, and K is a function containing
kinematical factors

K =
MBMNpN

MAfrec
, frec = 1 +

!pN � qEN cos ✓N
EApN

.

(2)

The functions R

L,T are the exclusive hadronic

responses for each particular shell. They are
linear combinations of di↵erent components of the
hadronic tensor Hµ⌫

 :

R

L =

✓
q
2

Q2

◆2 ✓
H

00
 �

!

q
(H03

 +H
30
 ) +

!
2

q2
H

33


◆
,

R

T = H

11
 +H

22
 , (3)

defined in a coordinate system with the z-axis in
the direction of the transferred momentum q =
(0, 0, q). The hadronic tensor is given by

H
µ⌫
 =

X

mj ,s

[Jµ
,mj ,s]

⇤
J
⌫
,mj ,s, (4)

where the hadronic current is

J
µ
,mj ,s /

Z
dp 

s
(p+ q,pN )Oµ mj

 (p). (5)

p is the momentum of the bound nucleon and
mj the third-component of its total angular
momentum j. pN is the asymptotic momentum
of the final nucleon and s its spin.

The bound wave function  
mj
 is obtained

with the RMF model of [25]. For describing
the final nucleon wave function  s, we use
the energy-dependent relativistic mean-field (ED-
RMF) potential, which is real, so that no flux is
lost due to the imaginary part of the potential.
The ED-RMF is the RMF potential used in the
bound state but multiplied by a phenomenological
function that weakens the potential for increasing
nucleon momenta (see details in [26, 27]). The
main advantage of this choice is that it preserves
the orthogonality between the initial and final
states.

The hadronic current operator O
µ of eq. 5

includes all the processes that lead to a final 1p-
1h state. Apart from the usual one-body current
operator, we include a two-body current operator
that accounts for one-pion exchanged between
interacting nucleons inside the nucleus. Thus, the
hadronic operator reads

O
µ = �µ1b + �

µ
2b. (6)

The one-body current contribution is given by
the usual CC2 prescription [28–30]. The two-
body operator is the sum of the contributions
corresponding to the diagrams shown in Figs. 1 and
2. They are discussed in detail in what follows.

We distinguish two di↵erent contributions to the
two-body current: i) diagrams where a delta (�)
is involved, and ii) the background terms from

Hadronic current, with bound wave function 
obtained within a RMF approach

3

FIG. 1. Delta contributions.

FIG. 2. Background contributions: seagull or contact
[CT, (a) and (b)] and pion-in-flight [PF, (c)].

the ChPT ⇡N -Lagrangian 1. When the 1p-1h
excitation occurs through a two-body current, one
of the outgoing nucleons becomes bound to the
nucleus again entering in the hole left by the other.
In this way, the hadronic final state consist in
just a nucleon. The quantum numbers of the
two nucleons are changed, and the 1p-1h matrix
element is obtained via the integration of the
intermediate one-particle state over all occupied
levels in the ground state. The description of
the intermediate nucleonic state is approximated
by using free Dirac spinors, as done in infinite
nuclear matter [23]. Then, the integration over
the occupied levels of the ground state implies
a sum over spin and isospin and an integral
over the intermediate momentum pph. In the
delta resonance diagrams, every process can occur
through an intermediate proton or neutron, N

0,
such that both contributions have to be summed.
In this way, the neutron and proton contributions
from diagrams (a) and (d) cancel each other and
only the delta diagrams (b) and (c) contribute.

1 The expressions of the vertices used in this work can be
found at Appendix A in [31].

The current operators are given by

�µ
�,(b) = �I

gA

2f⇡
�⇡�N

Z
dpph

(2⇡)3
M

Eph
�↵
�⇡N

⇥ S�,↵��
�µ
��N⇤(Pph)

1

K2
⇡ �m2

⇡

/K⇡�
5
, (7)

�µ
�,(c) = �I

gA

2f⇡
�⇡�N

Z
dpph

(2⇡)3
M

Eph
/K⇡�

5

⇥ ⇤(Pph)
1

K2
⇡ �m2

⇡

�̄↵µ
��NS�,↵��

�
�⇡N , (8)

with �̄↵µ
��N (Pµ

N , Q
µ) = �

0
h
�↵µ
��N (Pµ

N ,�Q
µ)
i†

�
0,

K
(b)
⇡ = Pph � P , P

(b)
� = Pph + Q and K

(c)
⇡ =

P
0
N � Pph, P

(c)
� = P � K

(c)
⇡ . I is the isospin

coe�cient of each diagram, given in Table I. To
shorten the expressions we have introduced the
nucleon projector

⇤(Pph) =
/P ph +M

2M
. (9)

The hadronic current operators for the back-
ground terms read,

�µ
ChPT,(a) = I

g
2
A

2f2
⇡

FCT �2
⇡NN

Z
dpph

(2⇡)3
M

Eph

⇥ /K⇡�
5⇤(Pph)

1

K2
⇡ �m2

⇡

�
µ
�
5
, (10)

�µ
ChPT,(b) = I

�g
2
A

2f2
⇡

FCT �2
⇡NN

Z
dpph

(2⇡)3
M

Eph

⇥ �
µ
�
5⇤(Pph)

1

K2
⇡ �m2

⇡

/K⇡�
5
, (11)

�µ
ChPT,(c) = I

g
2
A

2f2
⇡

FPF �⇡NN (K1)�⇡NN (K2)

⇥

Z
dpph

(2⇡)3
M

Eph

(Q+ 2P � 2Pph)µ

(K2
1 �m2

⇡)(K
2
2 �m2

⇡)

⇥ /K1�
5⇤(Pph) /K2�

5
, (12)

with K
(a)
⇡ = P + Q � Pph, K

(b)
⇡ = Pph � P and

K
(c)
1 = Q+ P � Pph, K

(c)
2 = Pph � P .

To account for the nucleon structure we also in-
troduce form factors in the background operators:

FCT (Q
2) = FPF (Q

2) = F
V
1 (Q2). (13)

where F
V
1 is the isovector nucleon form factor.

Furthermore, we have added a strong form factor
in the �⇡NN and ⇡NN vertices, �⇡NN , and in
the ⇡�N vertex, �⇡�N , which accounts for the
o↵-shell nature of the pion:

�⇡NN (K⇡) =
⇤2

�m
2
⇡

⇤2 �K2
⇡

, �⇡�N =
⇤2
⇡�N

⇤2
⇡�N �K2

⇡

,

(14)

mailto:nrocco@fnal.gov


Noemi Rocco, nrocco@fnal.gov

(e,e’) Data-Theory Disagreements

Khachatryan, Papadopoulou, and Ashkenazi et al. 
(CLAS & e4ν collaborations), Nature 599, 565 (2021).
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(e,e’) Data-Theory Disagreements

Khachatryan, Papadopoulou, and Ashkenazi et al. 
(CLAS & e4ν collaborations), Nature 599, 565 (2021).

The results indicate the need for substantial improvement in the accuracy of the neutrino 
interactions' models and simulations

Uncertainty in Neutrino Interactions and Simulations

Used semi-exclusive 
electron scattering data 
to test the accuracy of 
interaction models and 
event generators used in 
oscillation analyses

Nature 599 (2021) 7886, 565-570

CLAS and e4v collaboration, 
Nature 599 (2021) 7886, 565-570 

See Afro’s talk this afternoon WG2
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ACHILLES: A CHicago Land Lepton Event Simulator

21

J.Isaacson, W Jay, A. Lovato, P Machado, NR:  
• arXiv:2205.06378 
• PRD 105 (2022) 9, 096006 
• PRC 103 (2021) 1, 015502 

The propagation of nucleons through the nuclear 
medium is crucial in the analysis of electron-nucleus 
scattering and neutrino oscillation experiments.


AMi`Q/m+iBQM >�`/ AMi2`�+iBQM *�b+�/2 *QM+HmbBQMb

�+?BHH2b, � *>A+�;Q G�M/ G2TiQM 1p2Mi aBKmH�iQ`

S`QD2+i :Q�Hb,
h?2Q`v /`Bp2M
.2p2HQT KQ/mH�` M2mi`BMQ 2p2Mi ;2M2`�iQ`
S`QpB/2 K2�Mb 7Q` 2�bv 2ti2MbBQM #v 2M/ mb2`b
S`QpB/2 �miQK�i2/ "aJ +�H+mH�iBQMb 7Q` M2mi`BMQ
2tT2`BK2Mib
1p�Hm�i2 i?2Q`v mM+2`i�BMiB2b

CX Ab��+bQM �+?BHH2b, � JQ/2`M h?2Q`Bbi@.`Bp2M 1p2Mi :2M2`�iQ` R f kk 62`KBH�#

• Theory driven, modular event simulator
• Provide automated BSM calculations for neutrino 

experiments
• Uses realistic QMC nuclear calculations as inputs
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FIG. 4: Proton-proton (top panel) and proton-neutron
(bottom panel) correlation functions in carbon from
Green’s function Monte Carlo (red) and mean field

(blue) configurations.

the magnitude of the three-momentum is randomly sam-
pled in the interval [0, kN

F (r)] where kN
F (r) is the Fermi

Momentum defined in terms of the single nucleon den-
sity kN

F (r) = (⇢N (r)3⇡3)1/3 and N = p, n. In the case
of the global Fermi gas, the momentum is determined in
the same way, but kN

F is position independent. The lo-
cal Fermi gas model is known to provide a more realistic
nucleon momentum distribution for finite nuclei than the
global Fermi gas. For this reason, although both mod-
els are implemented in our code, we only present results
based on the local Fermi gas predictions. In the future,
we plan to include more accurate nucleon momentum dis-
tribution, based on state-of-the-art many-body calcula-
tions that properly account for nuclear correlations.

C. Nucleon-nucleon interaction algorithm

To check if an interaction between nucleons occurs,
an accept-reject test is performed on the closest nu-
cleon according to a probability distribution P (b) (see
e.g. Ref. [62] for similar considerations) where b is the
impact parameter. We impose two conditions on this
probability,

P (0) = 1 and

Z 2⇡

0

Z 1

0
d' bdbP (b) = �, (6)

where the cross section � depends on the incoming parti-
cle content and the center-of-mass energy, which is sam-
pled from the nuclear configuration. The second condi-
tion ensures that the mean free path of a nucleon trav-
eling in a medium of uniform density is �mfp = 1/�⇢̄,
where ⇢̄ is the number density.
Two implementations of P (b) have been studied here.

The first we dub the cylinder interaction probability,

Pcyl(b) = ⇥(�/⇡ � b2), (7)

where ⇥(x) = 1 if x � 0, else ⇥(x) = 0. This probability
mimics a more classical, billiard ball like system, where
each billiard ball has a radius ⇡

p
�/⇡. The second

implementation is the Gaussian interaction probability

PGau(b) ⌘ exp

✓
�⇡b2

�

◆
, (8)

which is inspired by the work of Ref. [62]. Both
Pcyl and PGau satisfy the conditions in Eq. (6). We
use the nucleon-nucleon cross sections from the SAID
database [63] obtained using GEANT4 [64], or from the
NASA parametrization [65].

D. Phase space, Pauli blocking and
after-interaction

If an interaction occurred, the phase space of the
outgoing particles is generated using fully di↵erential
nucleon-nucleon cross sections. Note that, at the mo-
ment, we only include protons and neutrons in our INC
model. Pauli blocking enforces Fermi-Dirac statistics for
the nucleons and amounts to testing whether their final-
state momenta are above the Fermi momentum. Two dif-
ferent models of the Pauli exclusion principle have been
approximately implemented. The global and local Pauli
blocking routines essentially forbid a scattering if the mo-
mentum of any of the final state particles is below the av-
erage Fermi momentum (for the global Fermi gas model)
or the local Fermi momentum (for the local Fermi gas
model), respectively. We emphasize again that, although
we have implemented the global Fermi gas model, we do
not report any results using it.
If the interaction took place, the outgoing particles are

both treated as propagating particles, and a formation
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FIG. 7: Carbon transparency as a function of the
proton kinetic energy. The di↵erent curves indicate
di↵erent approaches used as described in Fig. 6. The
experimental data are taken from Refs. [4, 6, 7, 74–76]

energy and scattering angle of the electron, one can un-
ambiguously define the momentum q transferred to the
target nucleus. The direction and the momentum of the
nucleon in the final state has to be determined apply-
ing energy- and momentum-conservation relations and
accounting for the Fermi motion of the struck nucleon in
the initial state. It follows that defining the kinematics of
the hadronic final state after the hard scattering depends
on the nuclear model of choice. However, in the analysis
of di↵erent experiments, the data are given as a function
of the average nucleon momentum (and kinetic energy)
given by p = q (Tp =

p
|q|2 + m2

N � mN ).
In Fig. 7 we compare the nuclear transparency data

from Refs. [4, 74] to our predictions. The di↵erent lines
are the same as for Fig. 6. We find an overall satis-
factory agreement between the Gaussian and cylinder
curves with the experimental data once inelastic e↵ects
are taken into consideration; this corresponds to the re-
sults using the NASA parametrization for the nucleon-
nucleon cross sections. For moderate to large values of
the proton kinetic energy, pions play an important role
in quenching the transparency. Moreover, the Gaussian
and cylinder curves exhibit correct behavior consistent
with the data also for small Tp where the simplified MFP
model described above fails. As in Fig. 6, we observe
very small di↵erences between the QMC and MF calcu-
lations. For low and intermediate kinetic energies, the
transparency obtained from the MFP approach is much
smaller than the corresponding results for the cylinder
and Gaussian curves.

Finally, we discuss the origin of the discrepancies be-
tween the MFP and the cylinder algorithm with MF
configurations for the p-carbon cross section and carbon
transparency. Both approaches rely on the single-nucleon
density distribution to sample the initial nucleon posi-

p
�/⇡

d`

r1
p

�/⇡

d`
x
r1

FIG. 8: Left panel: a schematic picture of an external
proton scattering o↵ the nucleus. The distance from the

proton to the center of the nucleus is r1, and the
propagation step is d`. The radius of the cylinder is

given by
p

�/⇡ where � is the interaction cross section
between the proton and a background particle; d` is

also the height of the cylinder. Right panel: same as for
the left one, but for a nucleon kicked inside the nucleus.
This follows what is done in the nuclear transparency

event simulations.

tions (nuclear correlations are neglected) but use di↵er-
ent definitions of the interaction probability. The left
panel of Fig. 8 schematically shows one contribution to
the p-carbon cross section in which the proton is at a dis-
tance r1 larger than the nuclear radius. In the cylinder
algorithm, the interaction probability is equal to one if a
particle is present in the volume defined by: V = d` · �.
Both �pp and �np have a maximum for low proton mo-
mentum values. Hence, for low momenta, the probability
of interaction could be non-vanishing even when the pro-
jectile proton is far from the center of the nucleus.
On the other hand, within the MFP approach, if the
probe is outside the nucleus then the approximation of a
constant density ⇢(r1) = 0 within the volume V = d` · �
yields a vanishing interaction probability. This di↵erent
behaviour leads to a lower p-carbon cross section using
the MFP approach, as observed in Fig. 6. When com-
puting the nuclear transparency we kick a nucleon which
is located inside the nucleus as displayed in the right
panel of Fig. 8. In this case, assuming a constant density
is more likely to overestimate the interaction probabil-
ity, especially for low momenta where the cross section is
larger. This observation is consistent with Fig. 7 where
the MFP curves predict a larger number of interactions,
and therefore a lower nuclear transparency, for small Tp.

D. Correlation e↵ects

The role played by nuclear correlations in final state in-
teractions of the recoiling nucleon has been investigated
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ambiguously define the momentum q transferred to the
target nucleus. The direction and the momentum of the
nucleon in the final state has to be determined apply-
ing energy- and momentum-conservation relations and
accounting for the Fermi motion of the struck nucleon in
the initial state. It follows that defining the kinematics of
the hadronic final state after the hard scattering depends
on the nuclear model of choice. However, in the analysis
of di↵erent experiments, the data are given as a function
of the average nucleon momentum (and kinetic energy)
given by p = q (Tp =

p
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are the same as for Fig. 6. We find an overall satis-
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curves with the experimental data once inelastic e↵ects
are taken into consideration; this corresponds to the re-
sults using the NASA parametrization for the nucleon-
nucleon cross sections. For moderate to large values of
the proton kinetic energy, pions play an important role
in quenching the transparency. Moreover, the Gaussian
and cylinder curves exhibit correct behavior consistent
with the data also for small Tp where the simplified MFP
model described above fails. As in Fig. 6, we observe
very small di↵erences between the QMC and MF calcu-
lations. For low and intermediate kinetic energies, the
transparency obtained from the MFP approach is much
smaller than the corresponding results for the cylinder
and Gaussian curves.

Finally, we discuss the origin of the discrepancies be-
tween the MFP and the cylinder algorithm with MF
configurations for the p-carbon cross section and carbon
transparency. Both approaches rely on the single-nucleon
density distribution to sample the initial nucleon posi-
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proton scattering o↵ the nucleus. The distance from the

proton to the center of the nucleus is r1, and the
propagation step is d`. The radius of the cylinder is

given by
p

�/⇡ where � is the interaction cross section
between the proton and a background particle; d` is

also the height of the cylinder. Right panel: same as for
the left one, but for a nucleon kicked inside the nucleus.
This follows what is done in the nuclear transparency

event simulations.

tions (nuclear correlations are neglected) but use di↵er-
ent definitions of the interaction probability. The left
panel of Fig. 8 schematically shows one contribution to
the p-carbon cross section in which the proton is at a dis-
tance r1 larger than the nuclear radius. In the cylinder
algorithm, the interaction probability is equal to one if a
particle is present in the volume defined by: V = d` · �.
Both �pp and �np have a maximum for low proton mo-
mentum values. Hence, for low momenta, the probability
of interaction could be non-vanishing even when the pro-
jectile proton is far from the center of the nucleus.
On the other hand, within the MFP approach, if the
probe is outside the nucleus then the approximation of a
constant density ⇢(r1) = 0 within the volume V = d` · �
yields a vanishing interaction probability. This di↵erent
behaviour leads to a lower p-carbon cross section using
the MFP approach, as observed in Fig. 6. When com-
puting the nuclear transparency we kick a nucleon which
is located inside the nucleus as displayed in the right
panel of Fig. 8. In this case, assuming a constant density
is more likely to overestimate the interaction probabil-
ity, especially for low momenta where the cross section is
larger. This observation is consistent with Fig. 7 where
the MFP curves predict a larger number of interactions,
and therefore a lower nuclear transparency, for small Tp.

D. Correlation e↵ects

The role played by nuclear correlations in final state in-
teractions of the recoiling nucleon has been investigated

• We computed different observables: p-12C cross 
section, 12C transparency obtained are in fair 
agreement with data

The nucleons’ positions are sampled from 
36000 GFMC configurations.

We investigated the role of nuclear effects in 
intra-nuclear cascade

J.Isaacson, W Jay, A. Lovato, P Machado, NR, 
Phys. Rev. C 103, 015502 (2021)

Check interaction: accept-reject test with a cylinder probability distribution.

• The nuclear transparency yields the average 
probability that a struck nucleon leaves the nucleus 
without interacting with the spectator particles 
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AMi`Q/m+iBQM >�`/ AMi2`�+iBQM *�b+�/2 *QM+HmbBQMb

*G�af29p *QKT�`BbQM

EQE =
2mN ✏+2mNE`�m

2
`

2(mN�E`+p` cos ✓`)

✏ = 21 J2o
JBKB+b *?2`2MFQp /2i2+iQ`b

Ecal =
P

i
(Ei + ✏i)

JBKB+b G�`hS* /2i2+iQ`b
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AMi`Q/m+iBQM >�`/ AMi2`�+iBQM *�b+�/2 *QM+HmbBQMb

*G�af29p *QKT�`BbQM

EQE =
2mN ✏+2mNE`�m

2
`

2(mN�E`+p` cos ✓`)

✏ = 21 J2o
JBKB+b *?2`2MFQp /2i2+iQ`b

Ecal =
P

i
(Ei + ✏i)

JBKB+b G�`hS* /2i2+iQ`b
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(e,e’) Data-Theory Disagreements

Khachatryan, Papadopoulou, and Ashkenazi et al. 
(CLAS & e4ν collaborations), Nature 599, 565 (2021).

• Mimics energy reconstruction 
techniques used in Cherenkov 
detectors

Ecal =
X

i

(Ei + ✏i)

• Mimics energy reconstruction 
techniques used in LArTPC 
detectors: ionization energy
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Summary and Future Prospects
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• Estimate the uncertainty of the theoretical calculation can be achieved within ab-initio methods: 
limited to low/intermediate energies

• Include inputs from Lattice QCD to describe the elementary vertex and form factors is going to be 
crucial for precision physics

• Need for substantial improvement in the accuracy of the neutrino interactions' models and 
simulations has been highlighted. Different efforts in this direction: ACHILLES, STA and SF 
implementation in GENIE

• Methods relying on some approximations are needed to go to large energies relevant for neutrino 
experiments

See S. Dolan talk this afternoon WG1-WG2

See A. Nikolakopulos, S. Gardiner, talks Thursday afternoon WG2

See J.M. Franco-Patiño talk Thursday afternoon WG2
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Algorithm Overview

AMi`Q/m+iBQM >�`/ AMi2`�+iBQM *�b+�/2 *QM+HmbBQMb

�H;Q`Bi?K Pp2`pB2r

EB+F Mm+H2QM S`QT�;�i2
Mm+H2QMUbV U�tV AMi2`�+iBQM\ S�mHB

"HQ+F2/\ lT/�i2 T�`iB+H2b

:2M2`�i2 *QM};m`�iBQM _2p2`i BMi2`�+iBQM

PmibB/2
Mm+H2mb\

_2KQp2
T�`iB+H2 7`QK HBbi

u2b LQ

LQ
u2b

u2b

LQ

(S?vbX_2pX* Ryj UkykRV R- yR88yk)
propagating

hit?

CX Ab��+bQM �+?BHH2b, � JQ/2`M h?2Q`Bbi@.`Bp2M 1p2Mi :2M2`�iQ` Rd f kk 62`KBH�#

|M({k} ! {p})|2 '
XZ

p0
|V({k} ! {p0})|2 ⇥ |P({p0} ! {p})|2

• Primary Interaction
• Evolution out of the nucleus (intra-nuclear) cascade

Approximate as incoherent product of primary interaction and cascade
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Green’s Function Monte Carlo
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Nuclear response function involves evaluating a number of transition amplitudes. 

Valuable information can be obtained from the integral transform of the response function

E↵�(�,q) =

Z
d!K(�,!)R↵�(!,q) = h 0|J†

↵(q)K(�, H � E0)J�(q)| 0i

R↵�(!,q)

�������������������������

� �� ��� ��� ��� ��� ��� ��� ���
ԇ ᆿᇀ(J

2o
φ )

ᆂ (J2o)

_2bTQMb2

E↵�(⌧,q)

yXy

RXy

kXy

jXy

9Xy

8Xy

eXy

� ���� ���� ���� ���� ����

Ӻ ᆿᇀ

ᅽ (J2oφ)

1m+HB/2�M `2bTQMb2

Inverting the integral transform is a complicated problem A. Lovato et al, PRL117 (2016), 082501, 
PRC97 (2018), 022502 

Same problem applies to different realm physics for example lattice QCD
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X

k2T
`
⇣
Ek(T ), Rk(⌦), R̂k(⌦; ✓)

⌘

`(Ek, Rk, R̂k) = �RSR(Rk, R̂k) + �E�
2
E(Ek, R̂k)

38

The parameters are found by the supervised 
learning approach solving

Using a mini-batch gradient descent to 
minimize a loss function that is the sum of 
the response and Euclidean cost

Training data examples of response functions 


Comparison between the Phys-NN and MaxEnt reconstructions for the two-peak dataset 

Machine learning-based inversion of R(q,ω)
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Probability of interaction
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FIG. 7: Carbon transparency as a function of the
proton kinetic energy. The di↵erent curves indicate
di↵erent approaches used as described in Fig. 6. The
experimental data are taken from Refs. [4, 6, 7, 74–76]

energy and scattering angle of the electron, one can un-
ambiguously define the momentum q transferred to the
target nucleus. The direction and the momentum of the
nucleon in the final state has to be determined apply-
ing energy- and momentum-conservation relations and
accounting for the Fermi motion of the struck nucleon in
the initial state. It follows that defining the kinematics of
the hadronic final state after the hard scattering depends
on the nuclear model of choice. However, in the analysis
of di↵erent experiments, the data are given as a function
of the average nucleon momentum (and kinetic energy)
given by p = q (Tp =

p
|q|2 + m2

N � mN ).
In Fig. 7 we compare the nuclear transparency data

from Refs. [4, 74] to our predictions. The di↵erent lines
are the same as for Fig. 6. We find an overall satis-
factory agreement between the Gaussian and cylinder
curves with the experimental data once inelastic e↵ects
are taken into consideration; this corresponds to the re-
sults using the NASA parametrization for the nucleon-
nucleon cross sections. For moderate to large values of
the proton kinetic energy, pions play an important role
in quenching the transparency. Moreover, the Gaussian
and cylinder curves exhibit correct behavior consistent
with the data also for small Tp where the simplified MFP
model described above fails. As in Fig. 6, we observe
very small di↵erences between the QMC and MF calcu-
lations. For low and intermediate kinetic energies, the
transparency obtained from the MFP approach is much
smaller than the corresponding results for the cylinder
and Gaussian curves.

Finally, we discuss the origin of the discrepancies be-
tween the MFP and the cylinder algorithm with MF
configurations for the p-carbon cross section and carbon
transparency. Both approaches rely on the single-nucleon
density distribution to sample the initial nucleon posi-

p
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�/⇡

d`
x
r1

FIG. 8: Left panel: a schematic picture of an external
proton scattering o↵ the nucleus. The distance from the

proton to the center of the nucleus is r1, and the
propagation step is d`. The radius of the cylinder is

given by
p

�/⇡ where � is the interaction cross section
between the proton and a background particle; d` is

also the height of the cylinder. Right panel: same as for
the left one, but for a nucleon kicked inside the nucleus.
This follows what is done in the nuclear transparency

event simulations.

tions (nuclear correlations are neglected) but use di↵er-
ent definitions of the interaction probability. The left
panel of Fig. 8 schematically shows one contribution to
the p-carbon cross section in which the proton is at a dis-
tance r1 larger than the nuclear radius. In the cylinder
algorithm, the interaction probability is equal to one if a
particle is present in the volume defined by: V = d` · �.
Both �pp and �np have a maximum for low proton mo-
mentum values. Hence, for low momenta, the probability
of interaction could be non-vanishing even when the pro-
jectile proton is far from the center of the nucleus.
On the other hand, within the MFP approach, if the
probe is outside the nucleus then the approximation of a
constant density ⇢(r1) = 0 within the volume V = d` · �
yields a vanishing interaction probability. This di↵erent
behaviour leads to a lower p-carbon cross section using
the MFP approach, as observed in Fig. 6. When com-
puting the nuclear transparency we kick a nucleon which
is located inside the nucleus as displayed in the right
panel of Fig. 8. In this case, assuming a constant density
is more likely to overestimate the interaction probabil-
ity, especially for low momenta where the cross section is
larger. This observation is consistent with Fig. 7 where
the MFP curves predict a larger number of interactions,
and therefore a lower nuclear transparency, for small Tp.

D. Correlation e↵ects

The role played by nuclear correlations in final state in-
teractions of the recoiling nucleon has been investigated

To check if an interaction between nucleons occurs an accept-reject test is 
performed on the closest nucleon according to a probability distribution.

We use a cylinder probability distribution, this mimics a more classical 
billiard ball like system where each billiard ball has a radius 

In addition we consider a gaussian probability distribution

For benchmark purposes, we also implemented the mean free path approach, routinely used in 
event generators

P = �⇢̄d` ⇢(r1) ⇠ ⇢(r1 + d`) ⇠ ⇢̄where a constant density is assumed 

we sample a number 0  x  1 { x < P

x > P ❌

the interaction occurred, check Pauli blocking

the interaction DID NOT occur
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Universal FeynRules Output
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