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Outline

• A few examples of data-simulation differences
• Some thoughts (only a few rants, I promise)
• Discussion!

2



Presenter I Presentation Title 05/07/14

Generator Inconsistency

• Before I even show any data, it should be pointed out that there are 
already very large differences between generators!

• A clear indication that we have a way to go to tune the models that go into 
these inclusive predictions.
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• MINERvA and NOvA both have shown very large 
discrepancies between data and MC.  None of 
the 2p2h models come close, and none of the 
generators come close.

The “2p2h” Saga
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FIG. 2: The double-di↵erential cross section d2�/dEavaildq3
in six regions of q3 is compared to the GENIE 2.8.4 model with
reduced pion production (small dot line), the same with RPA
suppression (long-dashed), and then combined with a QE-
like 2p2h component (solid). The 2p2h component is shown
separately as a shaded region. genie predicts events with
zero available energy (all neutrons in the final state); as is
done here in order to compare to data, the cross section must
be summed including the spike at zero to the edge of the the
first bin in each q3 range to produce an average cross section.

of momentum frame, which is a good approximation [50]
to a full calculation. The resulting nucleons are passed
to the genie intranuclear rescattering model where their
number, angle, and energy may change.

An unfolding procedure [51] with four iterations is ap-
plied in two dimensions to translate the data from re-
constructed quantities to true (Eavail, q3). The simula-
tion is used to correct for the acceptance of the fidu-
cial volume, the e�ciency of the MINOS muon match,
and the subtraction of small (3%) neutral-current and µ+

backgrounds. Dividing by the flux and 3.17 ⇥ 1030 nu-
cleon targets results in the double-di↵erential cross sec-
tion d2�/dEavaildq3, shown1 in Fig. 2 for six ranges of
q3.

Both the q3 and the Eavail estimators have mild depen-
dence on the interaction model. The results in this Let-
ter, especially the migration matrix used for the unfold-
ing, are produced using the fully-modified model rather
than the default model. Since the fully-modified model
does not provide a complete description of the data, we
also extract the cross section using the default model,
and take the di↵erence as a systematic uncertainty. This
is the largest contributor (10%) to the systematic uncer-
tainty for q3 below 0.4 GeV. The flux uncertainty (9%) is
the next largest, followed by hadronic and muon energy
scales. The total uncertainty ranges from 10% at high q3

1 Tables of this cross section and the estimated flux are available
in the supplementary material.

and high Eavail, growing to 20% at the lowest Eavail and
q3.
The discrepancy seen in the unfolded data in Fig. 2 is

much smaller with these model additions. The RPA sup-
pression has a significant e↵ect on the lowest Eavail bins,
and produces very good agreement. The RPA model is
theoretically motivated and the lowest Q2 behavior is
tuned to external data, neutron decay for the axial form
factor FA(Q2 = 0), and muon capture on nuclei [28] for
the long-range correlation e↵ect. The �2 from compar-
ing the simulation to reconstructed data, with the full
covariance matrix and six bins of q3, decreases from 896
(for 61 degrees of freedom) for the default simulation to
540 when the RPA e↵ects are added. The simulated QE-
like 2p2h contribution spans the horizontal axis and mit-
igates some of the discrepancy in the region between the
QE and �. The resulting �2 is improved further to 498,
but this prediction still does not fully describe the data.
The unmodeled shape di↵erences between the data and

models shown in Fig. 1 are the same (within statisti-
cal uncertainties) as samples from a higher energy range
6 < E⌫ < 20 GeV selected from the same run period. Dif-
ferences in the normalization of high and low energy sam-
ples are consistent with the energy-dependent uncertain-
ties of the flux. An extreme case of zero 2p2h component
above 5 GeV is disfavored by more than three standard
deviations, with the muon energy scale being the largest
systematic uncertainty. This favors the hypothesis that
the apparent tension between MiniBooNE [5] and NO-
MAD [3] arises from di↵erences in selecting multi-proton
final states, and not from strong neutrino energy depen-
dent nuclear e↵ects. The lack of energy dependence is
also confirmation that the low-⌫ method [52–56] may be
e↵ective in constraining the relative E⌫ dependence of
the neutrino flux, even with unmodeled nuclear e↵ects.
There is an independent marker for a multi-nucleon

component; the 2p2h process transfers energy and mo-
mentum to two nucleons, which will be ejected from the
nucleus. This is in contrast to the QE, �, and coherent
pion interactions which produce a single recoiling nu-
cleon, nucleon and pion, and only a pion, respectively,
before final state interactions (FSI). The IFIC Valencia
model predicts [30] that proton plus neutron initial states
are 50 to 80% of the total. The presence of additional pro-
tons was inferred from the energy spectrum of hadronic
activity near the neutrino interaction point of QE events
in an earlier MINERvA result [6]. Another observation
of proton pairs is reported by ArgoNeuT [57]. Using a
technique to e↵ectively count protons, we find the data
have more events with two or more observable protons in
the final state, compared to the default model.
This analysis identifies protons in MINERvA directly

using the Bragg peak at the end of their range in scin-
tillator: protons are likely to deposit 20 MeV or more
in the scintillator strip where they stop (which may be
the strip where the interaction occurred). We define
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FIG. 3. Comparison of ND data to simulation in reconstructed visible hadronic energy using the default GENIE
empirical MEC model (solid red curve) or the València MEC model (dotted black curve), in neutrino beam (left)
and antineutrino beam (right). The filled, stacked histograms indicate the non-MEC components of the prediction,
to which all the modifications described in Sec. IV have been applied.

are kinematically disallowed. Scale factors for each of the remaining 200 bins in (q0, |~q|) are incorporated as
Gaussian penalty terms into a �2 fit, each with 100% uncertainty. For this fit, the non-2p2h portion of the
simulation is adjusted as described in this paper, and the 2p2h component is reweighted as dictated by the
penalty terms. A migration matrix is used to convert the (q0, |~q|) prediction into a binned 20x20 space of
visible hadronic energy Evis

had (from 0 to 0.4GeV) and reconstructed three-momentum transfer |~q|reco (from
0 to 1GeV/c). This prediction in reconstructed variables is then compared to the ND data in the fit. The
small (2%) antineutrino MC component is left in its default state when fitting the neutrino beam simulation
to data. The process is repeated for the antineutrino beam data and MC, except in this case the 2p2h fit
for neutrinos is applied first to the larger (about 10%) neutrino component in the antineutrino beam MC.

The resulting weights are shown in Fig. 4. Since true q0 and Evis
had are strongly correlated variables, the

enhancement of events at low values of q0 compensates for the deficit of simulated events at low visible
hadronic energy seen in Fig. 3. In the antineutrino beam sample there is less discrepancy at low Evis

had
than in the neutrino beam sample, and thus the antineutrino weights show a smaller enhancement at low
q0. Additionally, events in the higher q0 tail are suppressed for antineutrinos. These features are evident
in Fig. 5, which compares the unaltered Empirical MEC distributions in energy transfer and momentum
transfer to the reweighted distributions.
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FIG. 3. Comparison of ND data to simulation in reconstructed visible hadronic energy using the default GENIE
empirical MEC model (solid red curve) or the València MEC model (dotted black curve), in neutrino beam (left)
and antineutrino beam (right). The filled, stacked histograms indicate the non-MEC components of the prediction,
to which all the modifications described in Sec. IV have been applied.

are kinematically disallowed. Scale factors for each of the remaining 200 bins in (q0, |~q|) are incorporated as
Gaussian penalty terms into a �2 fit, each with 100% uncertainty. For this fit, the non-2p2h portion of the
simulation is adjusted as described in this paper, and the 2p2h component is reweighted as dictated by the
penalty terms. A migration matrix is used to convert the (q0, |~q|) prediction into a binned 20x20 space of
visible hadronic energy Evis

had (from 0 to 0.4GeV) and reconstructed three-momentum transfer |~q|reco (from
0 to 1GeV/c). This prediction in reconstructed variables is then compared to the ND data in the fit. The
small (2%) antineutrino MC component is left in its default state when fitting the neutrino beam simulation
to data. The process is repeated for the antineutrino beam data and MC, except in this case the 2p2h fit
for neutrinos is applied first to the larger (about 10%) neutrino component in the antineutrino beam MC.

The resulting weights are shown in Fig. 4. Since true q0 and Evis
had are strongly correlated variables, the

enhancement of events at low values of q0 compensates for the deficit of simulated events at low visible
hadronic energy seen in Fig. 3. In the antineutrino beam sample there is less discrepancy at low Evis

had
than in the neutrino beam sample, and thus the antineutrino weights show a smaller enhancement at low
q0. Additionally, events in the higher q0 tail are suppressed for antineutrinos. These features are evident
in Fig. 5, which compares the unaltered Empirical MEC distributions in energy transfer and momentum
transfer to the reweighted distributions.

MINERvA, arXiv: 1511.05944 NOvA, arXiv: 2006.08727
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The “2p2h” Saga

• MINERvA and NOvA both have shown very large 
discrepancies between data and MC.  None of 
the 2p2h models come close, and none of the 
generators come close.

• Both T2K and MicroBooNE are able to tune (fit) 
their MC to data using reasonable (physics-
motivated) parameters.  Their 0π measurements 
are not off by the ~2x implied by MINERvA and 
NOvA.5
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A. “MicroBooNE Tune” Comparison to
MicroBooNE Data

Because the aim of this tuning work is to support Mi-
croBooNE analyses, it is important to compare the “Mi-
croBooNE Tune” to MicroBooNE data. While the T2K
data are in a similar energy range to MicroBooNE, they
are on a di↵erent nuclear target. Therefore it is imper-
ative to check that the fitted result within uncertainties
can predict MicroBooNE’s measured argon-target inter-
actions. Comparisons of the tuned and untuned GE-
NIE v3 models to MicroBooNE data are provided in this
section for generic neutrino scattering, ⌫µ CC inclusive
events, and exclusive one-muon, one-proton (1µ1p) final
states consistent with CCQE kinematics. The goal is to
have meaningful comparisons, but no attempt is made to
be comprehensive. As is the case for any neutrino inter-
action model, the suitability of the “MicroBooNE Tune”
(and its associated uncertainties) for any specific anal-
ysis must be determined on a case-by-case basis. Fur-
ther data-driven model constraints will often be essen-
tial for achieving su�cient precision. However, based on
the overall improvement seen in the description of Mi-
croBooNE data across many event selections and observ-
ables, the collaboration has adopted the “MicroBooNE
Tune” described herein as the base neutrino interaction
model for all current analyses, including those investigat-
ing the MiniBooNE LEE [3–7] and neutrino-argon cross
sections [52, 53].
Figure 9 shows the events selected in the MicroBooNE

detector using the generic neutrino detection described
in Ref. [54], plotted as a function of visible energy. The
same selected data events are shown in both panels, but
the simulation uses untuned GENIE v3.0.6 G18 10a 02
11a in Fig. 9(a) and the simulation computed with the
“MicroBooNE Tune” is applied in Fig. 9(b). The tune
increases the normalization of the simulation, decreasing
the data/simulation ratio from 1.12 (untuned) to 1.01
(“MicroBooNE Tune”).
Figure 10 shows GENIE v3.0.6 G18 10a 02 11a and

the “MicroBooNE Tune” central value (neglecting un-
certainties on the predictions) compared to the double-
di↵erential cross section for CC inclusive interactions
measured in the MicroBooNE detector as a function of
lepton momentum and cos(✓µ) [55]. Table VI provides
a comparison of �2

full values using the full covariance
matrix for the complete data set and binned in angle.
As seen elsewhere, a major e↵ect of the tune is to in-
crease the normalization of the prediction. However,
the value of �2

full/Nbins in Table VI for the full angu-
lar range increases from 105.41/42 (untuned GENIE pre-
diction) to 140.55/42 (“MicroBooNE Tune”). Although
the match is poor in both cases, we find that the large
�2
full/Nbins value is driven by the highest muon momen-

tum bins for cos(✓µ) approaching 1. For example, the
measurement sits below both predictions and has a very
small uncertainty in the highest muon momentum bin in
the 0.86  cos(✓µ)  0.94 angular bin. Removing this
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Tune” applied to GENIE v3.0.6 G18 10a 02 11a

FIG. 9. Total visible energy of events selected in the Mi-
croBooNE detector using the generic neutrino detection de-
scribed in [54], compared to MicroBooNE simulation before
and after the “MicroBooNE Tune” has been applied. The
gray area indicates uncertainties on the cross-section model
only (including uncertainties on the tuned parameters, the
new uncertainties presented in Sec. VA, and other uncer-
tainties as recommended by the GENIE collaboration). The
tuned model shows significantly better agreement with the
data.

bin from the comparison gives an overall �2
full/Nbins of

69.7/41 (GENIE v3) or 90.2/41 (“MicroBooNE Tune”).
It also reduces the �2

full in the 0.86  cos(✓µ)  0.94
angular bin to 6.2 (GENIE v3) or 8.3 (“MicroBooNE
Tune”). We find that the tuning has provided a better
description of the data in some regions of phase space, no-
tably at moderate muon production angles and momenta.
However, there remains room for improvement in the de-
scription at high muon momentum and at very forward-
going scattering angles. The alternative fit using [49]
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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Electron scattering measurements

• The e4nu collaboration has shown that the vector component of the 0π 
predictions at lepton energies of a few GeV are way off.

• Further tuning is clearly needed!

6
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to the incomplete CLAS angular acceptance (approximately 50%).  
We used events with a detected unwanted particle (for example, pion or 
extra proton), and for each event we constructed a ‘simulation’ where 
we rotated the unwanted-particle momentum around the (known) 
momentum transfer direction many times to determine the probability 
P of detecting similar events. We then subtracted those events from 
our dataset.

This produced an (e, e′)0π dataset where events included any number 
of detected or undetected protons and neutrons as well as charged 
pions and photons below the CLAS detection threshold. We also 
separately examined the subset of events with exactly one detected  
proton—that is, (e, e′p)1p0π—subtracting contributions from events with 
additional undetected protons above threshold.

We divided the yield by the integrated beam charge and target 
thickness to get a normalized yield. We corrected the data for the 
CLAS acceptance and for bremsstrahlung radiation to determine the 
cross-section.

The electron–nucleon cross-section is much more forward peaked 
than the neutrino cross-section. We accounted for that by weighting 
each event by Q4.

We considered several major sources of systematic uncertainties, 
including the angular dependence of the pion-production cross-section 
(for the undetected-pion subtraction), the effects of fiducial cuts 
on undetected particle subtraction, photon identification cuts, the 
sector-to-sector variation of the cross-section, and the CLAS accept-
ance corrections. The normalization uncertainty was about 3% and 
total point-to-point systematic uncertainties ranged from 7% to 25%, 
with the largest uncertainties for the smallest cross-sections.

From neutrino to electron scattering
We compared our mono-energetic electron data to predictions of the 
GENIE27 simulation, which is used by most neutrino experiments in the 
USA and has an electron-scattering version (e-GENIE) that was recently 
overhauled to be consistent with the neutrino version19. GENIE includes 
QE lepton scattering, interactions of the lepton with two nucleons 
exchanging a meson (meson exchange currents or MEC, often referred 
to as ‘2p2h’), resonance production in nuclei (RES), and ‘deep inelastic 
scattering’ (DIS, which also includes all non-resonant meson produc-
tion), as well as rescattering (final-state interactions) of the outgoing 
hadrons. We compared two GENIE ‘tunes’: G2018, which reproduces 
measured neutrino-inclusive28 and electron-inclusive cross-sections; 
and SuSAv2, which uses modern, theoretically inspired, recently imple-
mented QE and MEC models (see Methods for details).

We generated events using e-GENIE, propagated the events through 
CLAS fiducial cuts and acceptance maps to determine which particles 
were detected, and smeared the momenta of these particles based 
on the known CLAS resolution. We then analysed the resulting simu-
lated events using the same code as the data and compared the two 
(see Methods for details).

The inclusive electron–nucleus and neutrino–nucleus event distribu-
tions generated by e-GENIE (weighted by Q4) and GENIE are very similar19. 
This bolsters the relevance of our electron study to neutrino interactions.

Incident energy reconstruction
There are two general approaches for reconstructing the incident 
neutrino energy, based on the particle detection capabilities of the 
neutrino detector.

Water Cherenkov detectors measure only charged leptons and pions. If 
the neutrino scattered quasi-elastically from a stationary nucleon in the 
nucleus, its energy can be reconstructed from the measured lepton as:

E
M ε M E m
M E k θ

=
2 + 2 −

2( − + cos )
, (4)QE

N N l l
2

N l l l

where ε  is the average nucleon separation energy, MN is the nucleon 
mass, and ml, El, kl and θl are, respectively, the mass, energy, momentum 
and angle of the scattered lepton.

Figure  2 shows the EQE distribution for 1.159-GeV C(e, e′)0π 
events, which are most relevant for Tokai-to-Kamioka (T2K) and 
Hyper-Kamiokande. We observe a broad peak centred at the real 
beam energy with a large tail extending to lower energies. The peak 
is Doppler-broadened by the motion of the nucleons in the nucleus. 
The tail is caused by non-QE reactions that pass the (e, e′)0π selection. 
The tail is cut off at the lowest energies by the CLAS minimum detected 
electron energy of 0.4 GeV.

The SuSAv2 e-GENIE peak has the correct width, but is somewhat 
greater in magnitude than the data and overestimates the tail by about 
25%. The G2018 e-GENIE peak also exceeds the data, but is too narrow, 
with a Gaussian width of σ = 76 MeV, compared to 89 MeV for the data. 
This is due to inexact modelling of the nuclear ground state momen-
tum distribution. The tail dips below the data at around 0.9 GeV, and 
is larger than the data at lower reconstructed energies. Neither model 
describes the data quantitatively well.

Tracking detectors measure all charged particles above their detec-
tion thresholds. The calorimetric incident neutrino energy is then the 
sum of all the detected particle energies:

∑E E= ( + ε ) (5)i ical

where Ei are the detected nucleon kinetic energies and the lepton and 
meson total energies and ε is the  average nucleon separation energy 
for the detected protons.

Figure 3 shows the cross-section as a function of Ecal for 1.159-, 2.257- 
and 4.453-GeV C(e, e′p)1p0π events and 2.257- and 4.453-GeV Fe(e, e′p)1p0π 
events. All spectra show a sharp peak at the real beam energy, followed 
by a large tail at lower energies. For carbon, only 30–40% of the events 
reconstruct to within 5% of the real beam energy; see Extended Data 
Table 1. For iron this fraction is only 20–25%, highlighting the crucial 
need to well model the low-energy tail of these distributions. e-GENIE 
overpredicts the fraction of events in the peak at 1.159 GeV and greatly 
underpredicts it at 4.453 GeV; see Extended Data Fig. 2a.
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13

⌫̄µ-CC scattering, whereas the interference is construc-
tive in ⌫µ-CC interactions. The interferences contribute
significantly to the cross sections in the sub-GeV to few
GeV range of E⌫ and they account for the di↵erent trends
in evolution with E⌫ observed in Fig. 10a,b [23].

Figure 10 compares the measured cross sections to the
predictions of GENIE, NEUT, and NuWro. The pre-
dictions for all of these generators exceed the measured
⌫µ-CC(⇡+) cross section, with GENIE and NEUT ex-
hibiting a much larger disagreement (Fig. 10a). For the
⌫̄µ-CC(⇡0) cross section (Fig. 10b), there is less varia-
tion among the generator predictions and much better
agreement with the data.
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FIG. 11. Component reaction processes in GENIE cross-
section predictions for the ⌫µ-CC(⇡

+) (a) and ⌫̄µ-CC(⇡
0) (b)

samples. Stacked histograms (bottom to top) show the contri-
butions from (i) pion non-resonance processes, (ii) N⇤ states
above the �(1232), and (iii) �(1232) resonance production.

Figures 11a,b show the component reaction processes
that are included in the GENIE predictions for cross sec-
tions of the ⌫µ-CC(⇡+) and ⌫̄µ-CC(⇡0) samples, respec-
tively. Notably absent are dramatic changes in the mix-
ture of components with increasing E⌫ . Although the
�(1232) resonance is expected to dominate at low E⌫ in
all models, its relative contribution would be expected

to decrease at higher E⌫ where more energy is available
to excite the struck nucleon. The W cut at 1.8 GeV
however mitigates such an e↵ect. The pion non-resonant
processes feature prominently in the GENIE predictions
for both cross sections. The separation into resonant and
non-resonant processes is model dependent and could be
di↵erent in other models.

IX. d�/dQ2 OF CC(⇡) REACTIONS

The di↵erential cross sections as a function of Q2 for
the ⌫µ-CC(⇡+) and ⌫̄µ-CC(⇡0) samples are shown in
Fig. 12. Note the large di↵erence in the ordinate scales
for the two distributions in corresponding Q2 bins.
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FIG. 12. Di↵erential cross sections in four-momentum trans-
fer squared Q2 for the ⌫µ-CC(⇡

+) sample (a) and the ⌫̄µ-
CC(⇡0) sample (b). Data are shown as solid circles. The solid
(dashed) distributions are GENIE predictions with (without)
FSI, shown together with predictions from the NuWro and
NEUT event generators. Ordinate-scale di↵erence reflects the
larger cross section for the ⌫µ-CC(⇡

+) sample.

For the generator predictions displayed in Fig. 12,
NEUT and GENIE use a relativistic global Fermi gas
model for nucleon momentum, while NuWro uses a lo-
cal Fermi gas model. The three calculations have very
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For the generator predictions displayed in Fig. 12,
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model for nucleon momentum, while NuWro uses a lo-
cal Fermi gas model. The three calculations have very

Single-pion results

• Most interactions in the NOvA and DUNE 
detectors involve pions.

• FSI effects are significant and must be 
accounted for!

• MINERvA results show that, again, we have a 
way to go in our predictions. 
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Single-pion results

• Most interactions in the NOvA and DUNE 
detectors involve pions.

• FSI effects are significant and must be 
accounted for!

• MINERvA results show that, again, we have a 
way to go in our predictions.

8

4

in Eq. (12). The muon’s starting position, or primary ver-
tex, is assessed for the existence of any additional tracks.
In instances where extra tracks exist the primary vertex
is redetermined to account for the extra information pro-
vided by these tracks. All non-muon tracks are required
to be proton-like by comparing their measured dE/dx
profiles to the simulated ones for protons and charged pi-
ons. Only proton-like tracks are retained and their ranges
are used to determine their momenta. The leading proton
must pass the phase-space requirement from Eq. (13).
Neutral pions are identified from their dominant decay

signature, π0 → γγ, by requiring exactly two electromag-
netic showers. Their direction must be consistent with
originating from the primary vertex. The calorimetric
energy and direction of both photons are combined to
reconstruct the π0’s momentum. Any remaining charged
pion background is reduced by requiring that no Michel
electron-like signature (indicating the presence of final-
state π+s) exist in the candidate events. The signal pu-
rity is improved by reconstructing the invariant mass,
mγγ , of the two photons using

mγγ =
√

2E1E2 (1− cos θ12), (14)

where E1 and E2 are the photon energies, and θ12 is the
opening angle between the two photons. Signal events
are required to be within 60 ≤ mγγ (MeV/c) ≤ 200.
Full details of the selection can be found in previous
MINERνA measurement [46] which, however, placed an
upper bound on the (experimental) hadronic invariant
mass W at 1.8 GeV/c2 and required there be one and
only one π0 regardless of the protons in the final state.
The resulting sample has 51.4% purity and 5.7%

efficiency. For a neutrino-proton interaction, the
1µ−NpMπ0 (N,M > 0) final-state requirement only al-
lows multiproton production which is highly suppressed.
Therefore, almost all events from the hydrogen compo-
nent of the CH target contribute to the background.
Overall, the dominant background categories are (A)
π0 events with other mesons (π0 and mesons), (B)
events without π0s (Charged mesons), and (C) zero-
meson events (No meson), in decreasing order of impor-
tance, as is shown in Fig. 3. A data-driven approach is
used to constrain these background components. Three
sidebands are obtained by loosing one of the signal se-
lection criteria: one sideband utilized events below and
above the mγγ range allowed to the selected sample; the
second one used events that fail the quality requirements
for proton tracks; the third one used events that were ac-
companied by a Michel electron tag. The size of the back-
grounds (A)-(C) is tuned to describe the data in these
sidebands. The resulting scaling factors are 0.92, 1.12,
and 0.67, respectively. Compared to Ref. [46], all the
backgrounds scale in the same way: the charged-meson
component (B) increases whereas the other two decrease.
Because the signal definition in Ref. [46] is different, the
scaling factors for backgrounds (A) and (C) are signifi-
cantly updated as expected. Details of the background
fit can be found in Ref. [47]. The postfit distributions are

shown in Fig. 4 for the reconstructed pn and δpTT.
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FIG. 3. Reconstructed distributions of the two-photon invari-
ant mass in the selected sample, compared to simulations (a)
before and (b) after the background fit. For completeness,
the excluded regions are also shown, indicated by the arrows.
The Other category contains 1µ−NpMπ0 (N,M > 0) events
which are out of acceptance.
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FIG. 4. Reconstructed distributions of (a) pn and (b) δpTT,
compared to simulations after the background fit.

The reconstructed proton momentum resolution is im-
proved by selecting elastically scattered and contained
protons via an additional criterion that requires a large
dE/dx near the track end-point [6]. As a result this re-
moves ill-determined momentum-by-range events whose
selected protons either undergo inelastic scattering or are
not contained in the tracker. This leads to a pp resolution
of ∼ 2% at 1 GeV/c albeit at the cost of a 50% reduction
in statistics.
The π0 momentum reconstruction is improved via

kinematic fitting [48, 49]. Given the relationship between
the π0 mass and the photon kinematics in Eq. (14), the
photon energies are recalculated by minimizing

χ2 =

[
m2

π − 2E1E2 (1− cos θ12)

σm2
π

]2

+
2

∑

i=1

[
Ei − E′

i

σ(Ei)

]2

,

(15)
where E′

i are the measured photon energies, and the re-
calculated energies, Ei, are treated as free parameters in

5

the fit. The second term acts as a penalty for each photon
and ensures that the fitted energies are within expecta-
tion of their calorimetrically measured values. Note that
σm2

π

, representing the resolution of the reconstructed π0

mass, is used as an optimisation parameter whose value
is chosen such that 99% of the fits successfully converge.
The photon energy resolution, σ(Ei), is determined from
simulation. A full description can be found in Ref. [47].
This leads to a π0 momentum resolution of about 20%.
Flux-integrated cross sections are produced by first

subtracting the constrained backgrounds from the se-
lected samples. D’Agostini unfolding [50] is then per-
formed with 4 iterations. The unfolding procedure is
validated by reproducing pseudodata that is generated
by extreme variations of the cross section models. The
efficiency correction is then applied, followed by event
normalization by the product of the flux and number of
target nucleons (3.12 × 1030). Systematic uncertainties
are evaluated for all observables following Ref. [46]. In
particular, parameters in the physics and detector mod-
els are varied within uncertainties and the resulting cross
section variations are the assigned systematic uncertain-
ties. For example, pn, whose statistical uncertainty spans
10–34%, has systematic uncertainties arising from detec-
tor (2–8%), flux (3–8%), and GENIE cross section mod-
els (5-28%); as one of the GENIE model parameters, the
aforementioned MQE

A leads to an uncertainty of 0.1-1%.
The total uncertainty for pn at few MeV/c is approxi-
mately 22%, increasing to 46% at 0.8 GeV/c. (See Sup-
plemental Materials 1 [51] and 2 [52] for details of cross-
section uncertainties.)

III. RESULTS

The measured cross section in pn is compared to gen-
erator predictions in Fig. 5. The Fermi motion peak
(below 0.25 GeV/c) is qualitatively captured by the
NuWro (19.02) [53] RFG model. In this Fermi gas model,
all nucleons lie below the Fermi surface and the predicted
cross section in pn has a cut-off at 0.22 GeV/c. For
the previous QE-like measurement, the Spectral Function
(SF) approach [54] best describes the data [6]. However,
at present, while SF calculations for pion production ex-
ist [55, 56], they are not yet implemented in generators.
In NuWro, the Effective Spectral Function (ESF) [57] in-
corporates the most important features of SF in genera-
tor implementation: in ESF, the probability distribution
of the target nucleon momentum is identical to SF; for
a selected value of the nucleon momentum, an average
removal energy calculated from SF is used.
The non-exclusive part of the signal, such as multi-

π0 production, gives rise to large values of pn beyond the
Fermi surface, and hence the long tail in the NuWro RFG
prediction without FSIs. When FSIs are switched on,
kinematic distortion migrates events away from the Fermi
motion peak; pion absorption and charge exchange fol-
lowing multi-π contributions and wrong-sign (∆++) pro-
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FIG. 5. Cross section in pn compared to (a) NuWro 19.02 and
(b) GiBUU 2019 predictions. Error bars on the data in-
clude both statistical and systematic uncertainties. The
NuWro prediction for RFG without FSI has a maximum of
8.9×10−39 cm2/GeV/c/nucleon. The GiBUU predictions are
decomposed into single-and multi-π0 contributions.

duction also add to the tail region. These IMT processes
lead to a pn tail that is similar in the RFG and ESF pre-
dictions. In this large-missing-pT region, NuWro with ei-
ther initial-state models describes data within about 1-σ.
However, in the peak region, the data exhibit a distinctly
muted distribution devoid of the sharp falloff. Further-
more, the ESF peak locates at around 0.15 GeV/c, 25%
off compared to data.
Comparison is also made to GiBUU (2019) [58–60] pre-

dictions in Fig. 5 (b). While it also describes the large-
missing-pT region, GiBUU underpredicts the Fermi mo-
tion peak. Nevertheless, it has the correct peak location
and overall better describes the data. In GiBUU, the
initial state is modeled as local Fermi gas in a nuclear
potential [61]. Model features that decrease or enhance
the exclusive proton-π0 production will have as large an
effect on the agreement as the initial state. From the de-
composition of the interaction modes, it can be seen that
besides the dominant resonant production, the DIS has
a sizeable contribution. Furthermore, the DIS contribu-
tion to the Fermi motion peak is dominated by single-π0

production, and QE events wherein proton FSI initiates
π0 production give a small contribution.

MINERvA, arXiv: 2002.05812
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Thoughts
• We will likely need to “tune” our predictions for a very long time to come.  Note, 

GEANT has been doing this for decades!  
• Ideally, one would only tune specific processes.  But we don’t measure specific 

processes, we measure final states.  Disentangling specific processes from final 
state measurements is often not possible, especially in neutrino physics.  DUNE is 
trying to address this with it’s ND design, but the lack of knowledge of the initial 
state of an interaction still makes this quite challenging.

• It is very important to understand that some tunes, especially those that are done 
when there is a huge disagreement between data and prediction, are a pragmatic 
approach to deal with a major problem.  No one is claiming that the tunes represent 
an actual model.  But until we see better agreement between data and predictions, 
we’re kinda stuck.  

• To improve our models and have very robust (and perhaps not overly conservative) 
systematic uncertainties, we need improved coordination and cooperation between 
experimentalists and theorists, and particle and nuclear physicists.  Please 
consider joining or engaging with NuSTEC (Neutrino Scattering Theory-Experiment 
Collaboration) to work on these important topics.
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Thoughts
• Currently (or soon-to-be) operating neutrino- and electron-scattering experiments 

[will] have a wealth of data, and we will see many data releases in the coming 
years.

• Surely we will be continuing to tune our predictions based on these data.
• DUNE is designing a highly capable near detector that should allow us to constrain 

many (most) of the issues we have thought of.  
• But I will not be surprised if we see something [important] in the ND that we won’t 

have great handles on.
• It is really important that we have robust uncertainties, driven by theory.
• Independent data sets are also very useful… so far, I don’t see anything realistic on 

the time scale of DUNE Phase 1.

10

Data 
collection + 

analysis

Model 
development / 
improvement

Many Years

Many Years

• The data-driven model-improvement cycle 
is extremely long, often on the time-scale of 
of a decade.  DUNE would really benefit if 
we can get started _now_ on getting high-
quality nu+Ar xsec data at energies at and 
above the Resonance.  (Note: the 2x2 
demonstrator at FNAL is likely insufficient.)
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Thoughts

• We often focus on nu+A cross section uncertainties.
• We should not forget that hadron+A cross section uncertainties are critical too!
• Modeling of secondary interactions (typically done via Geant) is important for 

event selection efficiency calculations and hadron energy reconstruction.
• We rely on these cross-sections to predict the flux.

• I personally feel like our community treats hadron+A cross sections as “someone 
else’s problem”.  May of us take Geant for granted.

• We should be very skeptical of how well Geant models charged pion and neutron 
scattering, and we need robust uncertainties for these processes.

• If we truly want to do precision neutrino physics, we need better hadron-scattering 
and hadron-production measurements across a broad range of energies and 
nuclear targets.
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Discussion?
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