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Motivation

• Brief History of Run1 Data 
– March 22, 2019: Beginning of Run1 data taking
– July 20, 2019: Ending of Run1 data taking
– February 2021: Final Production Completed
– April 7, 2021 : Muon g-2 announced the first results
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Motivation
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Courtesy of P. Girotti

• It took 2 years to complete the final data production 
for Run1

• Reprocess the data many times

• A raw file is about 2GB and generated every 30 
seconds

• Implemented improvements to the production 
workflow in order to keep up with the data rate
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Overview of Production Workflow
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• Muons circulate the storage ring for about 700 us

• Reconstruct physics objects for many systems
• Auxiliary systems such as Kicker magnets, T0, IBMS
• Laser calibration system
• 24 Calorimeters (1296 channels)
• 2 Trackers (2048 channels)

• Many calibrations and data quality checks
• Kicker system
• TO monitoring
• Laser system
• Quadrupoles and Magnet

• Run2 and beyond
• Use condition database for all calibration and data quality constants

• Use multiple fhicl files to process the data
• Process the data sequential 

1. Unpack the data (serialization) and create objects for the auxiliary detectors
2. Reconstruct the calorimeter physics objects that requires pulse fitting routine
3. Reconstruct the tracking physics objects
4. Reconstruct the calorimeter physics objects that integrates over 300us waveform

• On average this production scheme requires 2GB of memory

• Implemented a rolling production scheme



Rolling Production Workflow

1/20/20227

Data are divided into subsets based on physics and operations

Run2 table



Rolling Production Workflow
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Production Shift Motivation
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• Brief History of Run2 Data 
– March 2019: Beginning of Run2 data taking
– July 2019: Ending of Run2 data taking
– Summer 2019: Implemented Using Condition Database 
– Fall 2019: Implemented the Rolling Production Scheme
– Winter 2019: Begin First Processing of Run2 data
– Spring 2021: Search for Production Manager(s)
– Spring 2021: First Discussion of Offline Production Shifts
– Fall 2021: Completed Run2 Data Processing



Overview of Production Workflow
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• We need production shifters to help with the following:
• Preproduction
• Full Production
• Data Quality Analysis

• The calibration and DQC teams are responsible for the constants analyses



Overview of Production Workflow

• Google spreadsheet is used for the bookkeeping 
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Constants AnalysisPreproduction Full Production and DQC



Overview of Production Workflow

• Google spreadsheet is used for the bookkeeping 
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Production Status before Christmas
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Brief Overview of Production Shifts

• Collaboration agreed production shifts are needed
– Small institutions are not required to take shifts

• Shifts points are assigned
– Points depend on the workload

• Modelled the production shifts similar as DAQ operation shifts
– Elog Checklists
– Slack channels
– Detailed step-by-step instructions
– Experts on call
– Shift block: 7 days

• Hours are flexible 
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Brief Overview of Production Shifts
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• Collaborators are signing up for shifts
• Majority of the shifters are not familiar with offline production
• Shifters consist of both junior and senior members
• Collaborators involve with the field analysis take the DQC shifts
• Detailed instructions are need
• Overview tutorial during collaboration meeting
• Shifters do not need to know any of the background details
• Shifters provide feedback



Brief Overview of Production Shifts
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Preproduction Shifts
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• Preproduction shifts consists of multiple stages

• POMS is used for monitoring, etc

• Marc M implemented the production-shifter role

• Allows the shifter to submit jobs and change the job status



Preproduction Shifts : Prestaging

• Experts prestage the dataset 

• Initially, the prestaging the data was mis-managed
– All g-2 data reading from the 1PB GM2 pool
– We did not keep track of the prestaging
– Competing with ourselves

• After many discussions with Yujun and Adam, a prestaging scheme was implemented
– Currently only Run2-4 raw data access the dedicated GM2 pool
– All other data are directed to the general pool
– Keep track of the prestaging
– Prestage the data using a straggling technique
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Prestaging Google Board
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• There is a cronjob use to prestage the raw datasets bi-weekly

• Datasets under the “Prestaged” column are prestaged bi-weekly

• Datasets under the “Outgoing” column are removed from the cronjob

• The official/final production datasets are prestaged monthly 

• Users are allowed to prestage any datasets < 300TB 

• Users must submit a request to prestage datasets > 300TB or any of the run2-4 raw datasets



Preproduction Shifts
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Preproduction Shifts : Snapshot of Checklist
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Production Monitoring

• https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist
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https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist


Production Monitoring

• https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist
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https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist


Production Monitoring

• https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist
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https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Offline_Production_Monitoring_8-hour_Checklist
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Constants Analysis

• When the preproduction is completed, the shifter notifies the constants team and updates the google 
spreadsheet and wiki

• The constants expert analyses and extracts the constants

• When the constants are completed, the expert updates the google spreadsheet and wiki

1/20/202227

Links to analysis and validation plots
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Full Production Shifts
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Full production shifts are similar to preproduction shifts

However, the data are processed via the full 
reconstruction 

To mitigate human error, first a test production is 
completed

Consists of about 5000 files that are selected randomly 
in a dataset

When the test full production is completed, the fully 
reconstructed dataset is passed to the DQC analysis



Full Production Shifts
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Preproduction uses static datasets
Full production uses draining datasets

Draining datasets are easier to manage when recovery is needed
Shifters only need to reset the process

SAM is growing
When full production encounters timeout issues, the job switches to static 
datasets

Requiring 4GB is recently
Finding a solution such only 2GB is needed
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Data Quality Shifts

• DQC shifters work about a total of 8 hours the entire block

• The shift requirements have changed since the initial implementation

• Shifters do not used POMS

• A set of python and bash scripts are used

• Shifters used command line to navigate a dataset through the DQC analysis 
machinery

• Makes it easier to attract senior members to sign up for shifts
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Data Quality Shifts

• Detailed instructions are provided
– https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Data_Quality_Checklist

• DQC shifters work much more closely with the experts
– Requires defining cuts and updating metadata
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https://cdcvs.fnal.gov/redmine/projects/g-2/wiki/Data_Quality_Checklist
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Elog Collection
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Summary
• Overall positive feedback

• Received critical feedback for improvements especially for beginners 

• Introducing many of the FIFE landscape and POMS tools to the collaboration

• Helping developers and analyzers improve their production workflow

• Opportunity for the collaboration to view the experiment from a different perspective

• Provide a relaxing space for early-career or first timers to give a talk

• Goal is to need only one shifter per production stage

• Workload has been reduced significantly for offline and production managers

• Most importantly, faster production turnaround 
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