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Recap on Results

Current

Horizontal Drift

Reference

• Based on results given at collaboration meeting few weeks back, we were seeing a worrying drop in 
performance for the current VD training vs original CVN HD training. 

• A number of suggestions were made about possible avenues to hunt it down

https://indico.cern.ch/event/864638/contributions/4041234/attachments/2132971/3592132/SP-EPNU-29oct20.pdf


Fiducial Volume Cut

• Turns out, a change had been introduced in the CVN code a couple of years back where the requirement of neutrino 
vertex within the fiducial volume was removed for some reason. 

• The original training relied on this to get a set of clean events, while our training didn’t have this cut applied

• So reprocessed the datasets with this cut added back in and redid the training. 

• Also processed the horizontal drift files in the original 1D simulation, similar to what was used in the training before.

• MCC11

• I am training on similar amount of statistics as what I have for VD currently

• VD training/validation/test samples : ~550k, ~70k, ~70k

• My HD training/validation/test samples : ~530k, 66k, 66k

• Original training had ~3.2 million events so almost 5x the current statistics



Fiducial Volume Cut

• HD takes a fiducial volume as ~70 cm from the boundary walls 

• bool isFid = (fabs(vtx.X())<310 && fabs(vtx.Y())<550 && vtx.Z()>50 && vtx.Z()<1244)

• We want to do something similar for VD so the equivalent cut becomes 

• bool isFid = (fabs(vtx.X())<300 && fabs(vtx.Y())<680 && vtx.Z()>40 && vtx.Z()<850)

• This cut is also used in the energy estimator tuning, so is consistent with what Wenjie is doing as well

• Cut applied on true neutrino vertex



New Results

Horizontal Drift

Reference

Before Fid Vol After Fid Vol

• Significant improvement in raw network performance! 

• So as we’d thought, this was a pretty big contributor to 
the big drop in performance

• We’re about halfway towards the original HD training 
result, which is encouraging

https://indico.cern.ch/event/864638/contributions/4041234/attachments/2132971/3592132/SP-EPNU-29oct20.pdf


What about the rest of the way? 

• CVN HD training w/ similar statistics as the VD training

• Shows that the VD and HD training w/ similar statistics converge to ~ same overall accuracy in the 
validation sample (~0.86)

• Also implemented Leigh and Saul’s suggestions on reducing the learning rate by a factor of 10 after the 
results are similar for a few epochs



What about the rest of the way? 

original CVN HD training my CVN training 

• Overall training looks pretty similar in terms of convergence, but the final value it converges to are a bit different, 
0.91 vs 0.86 in overall validation accuracy

• Seems like more statistics might bridge this gap further



CVN VD CVN HD

CVN HD Old
• CVN HD is my training on MCC11 files w/ similar 

statistics as VD

• CVN HD Old is applying the old trained model in the 
CVN paper from Leigh and Saul on the MCC11 HD 
dataset

• Can easily imagine ~2-3 points in precision/recall 
coming from more training statistics

https://github.com/DUNE/dune-cvn


• Comparing the 3, it seems VD and HD are close — whereas “HD Old” outperforms them both

• POT Normalization approximately, ran over 2000 events for each swap (numuCC, nueCC, nutauCC) and 
extrapolated total POT from there — nuTauCC background approximately halved from before 



• For efficiency and purity numbers, after approximate POT normalisation, I get ~80% efficiency and purity for both VD 
and HD

• For HD old, its 86% and 88% (eff, purity) respectively — which is pretty close to what they report in the paper (NB : 
they report it wrt reco energy since at nueCC peak, high energy NCs dominate background, not 2-4 GeV NCs like here)



• Comparing the 3, it seems VD and HD are close — whereas “HD Old” outperforms them both

• POT Normalization approximately, ran over 2000 events for each swap (numuCC, nueCC, nutauCC) and extrapolated total 
POT from there — nuTauCC background approximately halved from before 



• For efficiency and purity numbers, after approximate POT normalisation, I get ~94% efficiency and 92-93% 
purity for both VD and HD

• For HD old, its 96% and 93% (eff, purity) respectively — which is pretty close to what they report in the paper



Summary

• Seems like we’re close to the original CVN performance : 

• Running old model on my processed dataset gives similar results to paper 

• Retraining just on my smaller statistics gives similar results to VD training

• Remaining gap hopefully just a matter of enlarging the training sample to similar levels as before

• If it turns out that VD is slightly worse off than before, I don’t think that’s a big problem? A lot has changed 
since then and not sure we expect similar levels of performance anyway



Next Steps

• Want to retrain CVN on full VD reco dataset to see the improvement

• Planning to do it on Wilson Cluster

• Pre-processing step on FermiGrid seems a bit inefficient as it copies the gz/info output files for every event from the 
grid nodes? Is there a better way to do this? This might be a problem on the full dataset given the huge number of 
events

• Also try out trainings with wirecell/simchannels pixel maps to see the effect of signal processing and the new 2D 
simulation  

• Not a big difference in accuracy b/w training and validation sets. Is this acceptable? Since we might be forced to train 
and study sensitivities on the same sample? 
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