Office of

#Fermilab ENERGY Science

=
L =

Overview of Al at Fermilab

Nhan Tran
February 23, 2022
All-Engineers Retreat 2022



2% Fermilab
Contents

Al Strategy at Fermilab

Al Highlights



What is it used for?
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ai.FmI.gw Artificial Intelligence

Al for Physics, Physics for Al

At Fermilab, we are committed to artificial intelligence
(Al) research and development to enhance the
scientific mission of particle physics.

The unique challenges of high-energy physics
research present opportunities for advancing Al
technologies. From massive and rich data sets to
building and operating some of the world’s most
complex detector and accelerator systems, the
technologies we are developing have potential
connections to a broad domain of cutting-edge Al

research.

Fermilab’s Artificial Intelligence Project aims to
= Accelerate high energy physics research with the goal of solving the mysteries of
matter, energy, space and time
= Develop Al capabilities within the national ecosystem that build on high-energy
physics challenges and technologies
= Build community around cross-cutting problems in order to share the work of e F -I b
Fermilab and the high-energy physics community’s Al work with the world S rermiia




Mission statement

DOE HEP builds and operates among the hardest and biggest projects with the most
complex devices in science -- accelerators and detectors. Our priority is using Al for
real-time controls, operations, and data processing to accelerate HEP science.
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Mission statement

DOE HEP builds and operates among the hardest and biggest projects with the most
complex devices in science -- accelerators and detectors. Our priority is using Al for
real-time controls, operations, and data processing to accelerate HEP science.

Algorithms for Computing hardware
HEP science and infrastructure
Operations and Real-time Al
control systems systems at edge

2% Fermilab



Artificial Intelligence - Quad Chart

_ Key Current Activities
t

sl Metsurements New and on-going Accelerator Al projects

(& errors)

Intelligent real-time systems, hardware, and co-design
Al methods for HEP (UQ, representations, generative)

Al integration into HEP workflows
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Future Activities / Roadmap

Integration w/accelerator projects (PIP-ll, ACORN,...)
Build hub for intelligent hardware systems
Foster community to develop novel Al methods in HEP

Scalable Al computing infrastructure
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Artificial Intelligence - Quad Chart

_ Key Current Activities
t

seliigs measuremnts New and on-going Accelerator Al projects

(& errors)

Intelligent real-time systems, hardware, and co-design
Al methods for HEP (UQ, representations, generative)
Al integration into HEP workflows

Future Activities / Roadmap Prioritized Needs

Integration w/accelerator projects (PIP-Il, ACORN,...)  Hire and train Al algo & operations experts

Build hub for intelligent hardware systems Engage diverse Fermilab and broader Al community
Foster community to develop novel Al methods in HEP  Develop computing support for mid-sized Al projects
Scalable Al computing infrastructure Seed resources to dev, build, demo Al capabilities
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Aligning with National Al strategic plan

THE NATIONAL
ARTIFICIAL INTELLIGENCE

RESEARCH AND DEVELOPMENT
STRATEGIC PLAN: 2019 UPDATE

Make Long-Term Investments in Al Research 5

 Learn new representations of physics data, applying novel Al structures at-scale
» High performance and high throughput computing for massive data challenges
» Advancing automated design tools and hardware for real-time Al

Develop Effective Methods for
Human-Al collaboration

* Building operations and controls
systems to aid operators in
complex, low latency systems

Understand and Address the Ethical,
Legal, and Societal Implications of Al

» Techniques to decorrelate observables and
reduce systematic biases

Better Understand the National
Al R&D Workforce Needs

Ensure the Safety and Security of Al
Systems

* Uncertainty quantification for real science;
understanding/visualizing what the Al is learning

Develop Shared Public Datasets and
Environments for Al Training/Testing
* Open-source tools for Al-on-chip
adopted outside of particle
physics; public data sets
being adopted by other domains

his 4 ml

Expand Public-Private
Partnerships to Accelerate
Advances in Al
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Cutting-edge Al for HEP
kot of amazing work happening here! Ward fo capture in briefly - here's 4 ciuple examples:

Semantic segmentation with submanifold
sparse convolutional networks
https://arxiv.org/abs/2012.08513

Source - Illustris i Target - SDSS

MMD+TL

Domain adaptation for training galaxy merger

models with data vs. simulation differences
A. Ciprianovic, D. Kafkes et al, arxiv:2103.01373

_

10 em
MicroBooNE Simulation
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https://arxiv.org/abs/2012.08513
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Cutting-edge Al for HEP
kot of amazing work happening here! Ward fo capture in briefly - here's 4 ciuple examples:

CMS Simulation Preliminary  photon, E =850GeV, n=0.5, $=0
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Al for (accelerator) operations

High lenel vision

14

e A
Real-time autonomous edge and
centralized beam controls

J
Intelligent robotics for
automated monitoring
o /
p
Large scale simulation of
accelerator (digital twin)
\§ /
N\

Complex-wide monitoring for
predictive maintenance and fault

L detection )

( Explainable algorithms including 2
uncertainties and robust

safeguards for operators )
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Recent accelerator operations mini-workshop:

https://indico.fnal.gov/event/52417/


https://indico.fnal.gov/event/52417/
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Example: big data analytics Recent accelerator operations mini-workshop:
https://indico.fnal.gov/event/52417/

More details, see slides here

Reconstruction error

VA N Py A AN

LSTM autoencoder

Time-series data from devices

Output Layer

________ e LT

A
50% 06 11:40 06 11:45 06 11:50

-

L7435
Breakdown of devices Combined anomaly
catch anomalies contributing to a given anomaly score from all devices
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https://indico.fnal.gov/event/52417/
https://indico.fnal.gov/event/52417/contributions/230868/attachments/150810/194638/FNAL_ACCELAI_meeting_presentation.pdf

Example: real-time controls

More details, see slides here

Booster v beam:
MicroBoolE, ICARUS, SBND . Booster
. 5 proton energy: 8 GeV

| DUNE v beam

: A G
P N e ﬁ
e W £
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Environment variables

Online Agent

Compute Reward
for Action, and Train
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Recent accelerator operations mini-workshop:
https://indico.fnal.gov/event/52417/

Offline Workflow

W Moniboring and
Data Archive

|

Surrogate
model



https://indico.fnal.gov/event/52417/
https://indico.fnal.gov/event/52417/contributions/230871/attachments/150808/194628/GMPS%20AI%20-%20Jason%20St.%20John%20-%20AI%20for%20Accelerators%20-%202022.01.14.pdf

Example: real-time controls

More details, see slides here

~ Main Injector 4
© protonenergy: 120GeV.

online
mode!
reward
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Environment variables

Online Agent
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Recent accelerator operations mini-workshop:
https://indico.fnal.gov/event/52417/

Offline Workflow
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Data Archive
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https://indico.fnal.gov/event/52417/
https://indico.fnal.gov/event/52417/contributions/230871/attachments/150808/194628/GMPS%20AI%20-%20Jason%20St.%20John%20-%20AI%20for%20Accelerators%20-%202022.01.14.pdf

Advances in computing

42 Years of Microprocessor Trend Data
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Original data up 1o the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2017 by K. Rupp
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COMMUNICATIONS

A New Golden Age for
Computer Architecture
Agriculture Technology

Monitoring Noise Pollution

The Computational Sprinting Game
Blockehain from a Distributed

Computing Perspective
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Advances in computing

=Of EE

ASICs
1mnnnni

Advances in
heterogeneous
computing driven by
machine learning

NVIDIA

€ A12

BIONIC

falalalslsl
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Advances in computing ovidia fink

Microsoft link

NVIDIA. DEVELOPER HOME BLOG FORUMS DOCS DOWNLOADS TRAINING

D E\\«’f’E L{:\g I:“' E i!:f‘ B L(} rf:a Mir ’-) Google Cloud Platform
@ Local Compute

CMS Tier 2 f i
DEEP LEARNING | HPC Apr 30, 2021 o< Jewrn, Google Kubernetes Engine

Scaling Inference in High Energy Particle —>®
Physics at Fermilab Using NVIDIA Triton e

Inference Server 2% Fermilab Pod
By Shan asekaran, Lindsey Gray, Farah Hariri, Kevin Pedro, Vartika Singh, Local Compute —>®

Nha ng and Tingjun () CMS LPC farm —|(ngl;l;lgl)

Tags: featured, hysics, Triton Server

Service Pod

TCP Network Load
a Balancer it
- e z =i us-centrall

Fermilab-led team tests Azure Al ——— 7% © US OMS T 2 el

< Pod

Compute nodes

for particle physics data challeng
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https://developer.nvidia.com/blog/scaling-inference-in-high-energy-particle-physics-at-fermilab-using-nvidia-triton-inference-server/
https://customers.microsoft.com/en-us/story/724137-fermilab-led-team-tests-azure-ai-for-particle-physics-data-challenge

Intelligent devices and the Internet of Things

* Central control

* Data storage

* Request execution
* Replication
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Intelligent devices and the Internet of Things

Relative Energy Cost 3
Operation: Energy (pJ) i
8b Add 0.03 ]
16b Add 005 |l I
32b Add o1 [l ]
16b FP Add 04 [N ]
32b FP Add oo [N ]
8b Mult 02 | ]
32b Mult 31 [ ]
16b FP Mult 11 | ]
32b FP Mult 37 [ ]
32b SRAM Read (8KB) 5 ———— ]
32b DRAM Read e40 [N

Adapted from Horowitz

—

10 100 1000 10000
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Intelligent devices

FPGA filter stack

~us latency
/ Worldwide

computing grid
Exabyte-scale
datasets

On-detector
ASIC compression
~100ns latency

>

On-prem CPU/GPU
filter farm
~100 ms latency

23
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Al circuit for ultrafast inference on FPGA
L | £ i

4!
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|

Inference time: 280 ns
Throughput: 104 Gb/s

Worldwide
computing grid
Exabyte-scale

ddgsts



Intelligent devices
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Keyword Visual Wake Anomaly
Spotting Words Detection
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() “Not-person’

MLCommons launches machine learning benchmark for

devices like smartwatches and voice assistants
by Ben Wodecki 6/16/2021

With experts from Qualcomm, Fermilab, and
Google aiding in its development

MLCommons, the open engineering
. consortium behind the MLPerf benchmark test,
has launched a new measurement suite aimed
at ‘tiny’ devices like smartwatches and voice
assistants.

MLPerf Tiny Inference is designed to compare

performance of embedded devices and models
with a fantnrint Af 10NKR Ar lace_hv maaciirina

Image
Classification

his4ml only “open division” submission, competitive
results on a Pynq-Z2 SoC platform!
Next submission with Xilinx Research Labs collaboration



Outlook
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Outlook

Fermilab Al program has grown significantly in past 2 years

Using Al to advance our scientific mission
Fermilab unique Al capabilities can contribute to greater Al community

If you’re interested...

It’s been difficult to meet in person during the pandemic but we would like to hear
from you - email at ai@fnal.gov or visit ai.fnal.gov and contact one of our liaisons

We have had some events in the past like Al jamboree and tutorials, looking to
restart seminars and other get togethers - let us know if you have ideas!

27


mailto:ai@fnal.gov
http://ai.fnal.gov
https://indico.fnal.gov/event/23008/
https://github.com/FNAL-AI-Project/machine-learning-tutorial
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R&D Priority Areas and Practices

Align with national Al strategy

Semiconductors

* Real-time Al for FPGAs, ASICs, and beyond CMOS (neuromorphic,
photonics,...)

Support R&D for future high performance computing
* Leading role in heterogeneous compute for accelerating Al inference

2= Fermilab

HEP Overlap with White House FY 2021
iority Areas and Practices

+ Semiconductors: Working in
collaboration with industry and

+ Build and Leverage a Diverse, Highly Skilled

+ Support Transformative Research of High
Risk and h R d

o+ Build, and Expand
Multisector Partnerships

Office of

* ENERGY | Scone

Build, strengthen, and expand strategic multi-sector partnerships

+ Collaborations across many sectors, physics and outside
(computer science, electrical engineering,...)
Strong ties with Northwestern (ECE) and UChicago/TTIC (CS); many collaborations with
other labs and universities; engaging with industry partners (Microsoft, Xilinx, etc.)

29 Strategic Planning Workshop - Jan 14-15, 2021

Support transformative
research of high risk and high
reward

Build and leverage diverse
and skilled American
workforce




