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Are offsite resources being used?

Thirty day
histogram of
Core Hours per
site per VO does
show GM2 uses
OSG resources.
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Are they trying to run offsite?

Blue shows jobs that 500000
were flagged to only run

on Fermigrid. Green had 400000
“offsite” as an option.

Offsite was made the x Pom
default not too long ago ’

but some users may not 200,000
be using defaults. Thirty
day view again.
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Memory requests

Most jobs are under the -
desired 2GB per job with a
little bit of creep higher. (30
day) e
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Efficiency

We have lots of dashboards where you can see efficiency many ways (cpu usage, memory
usage, etc). We also send out emails and hope someone is helping users with problems.
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https://landscape.fnal.gov/monitor/d/000000022/experiment-efficiency-details?orgId=1&var-experiment=gm2

Usage by Volume for All Users and Groups

NAS Storage

Six month plots of
NAS usage growth
for app and data
areas.




