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* cta > ® CTA » Merge requests > 118

CTA Add code for EnstoreFileReader and EnstoreReadSession. 5

fo Merged Eric Wayne Vaandering requested to merge 1272-create-stubs-for-enst. [ into main 1week ago

Overview 13 Commits 2 Pipelines 11 Changes 10 All threads resolved! 1
| |
* Enstore tape reads via CTA successful
Summary
. . This allows us to read back Enstore tapes. It also fixes a small bug introduced in !2 (merged) which was looking only for the OSM "hex" file
— N OW a b I e to re ad m u Itl p I e fl | e S p e r m O u nt size. There is one small change to the base code class to allow the reader-flavor to control the positioning method since Enstore has no idea
of block IDs.

- Merge request in, should be part of next CTA release

* Running EOS cache/buffer on NVMe node

- Currently also running other CTA services on same server

* Next steps
- Postgres DB provision by DB group in CCD (Ren is talking to M. Renfer)
- Metadata DB migration scheme (Dmitry has ideas)
- Second CTA instance on TFF2 (Spectra) library

* Fermilab team attending CTA dev meetings

JE -
af Fermilab
2 8/18/22 Jayatilaka | Storage R&D



Ceph

@ ceph
Dashboard
Cluster

Hosts
Physical Disks
Monitors
Services
OSDs
Configuration
CRUSH map
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Logs
Monitoring 5
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Status e

Cluster Status

HEALTH_OK
Managers
1 active
2 standby
Capacity o
Raw Capacity
2.77% B Used: 63.9 TiB
of 2.3 PiB Avail.: 2.2 PiB
Performance &
Client Read/Write
0 Reads: 0 /s
IOPS B Writes: 0 /s

Hosts

14 total

Object Gateways

2 total

Objects

N\ W Healthy: 100%

I:" 73 M | Misplaced: 0%

X objects J W Degraded: 0%
¥ B Unfound: 0%

Client Throughput
0 Reads: 0 B/s
B/s B Writes: 0 B/s

Monitors

3 (quorum 0, 1, 2)

Metadata Servers

1 active
2 standby

PG Status

B Clean: 584

585 "II’ Working: 1
‘ PGs J W Warning: 0
4 B Unknown: 0

Recovery Throughput

0B/s

English ~ I N @ ~ &~
Refresh 65s
OSDs
302 total
302 up, 302 in

ISCSI| Gateways

0 total
0 up, 0 down

Pools PGs per
OSD

14 7.6

Scrubbing

Active
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